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In a recent letter to the editor of .Science, Leontief (I982) has 

c1aimed that the American Economic Review and the economics 

profession more generally have come to be dominated by papers 

in which empirical work is either weak, trivial or totally absent 

and in which theory, simulation, and misplaced aggregation are 

central. The profession of economics is characterized as unconcern­

ed about deterioration in the quality of data sources which 

could be used to revitalize useful empirical work. These are seri­

ous concerns if economics is to be successful as a scientific (i.e. 

empirically based) field rather than a branch of applied mathe­

matics. 

In contrast to Leontief's remarks which were directed toward the 

entire field of economics, in this paper it is shown that for the 

field of labor economics there has been a growth of new types 

of data, of econometric methods and practice tailored to hypoth­

esis testing based on substantive and policy questions, and of pa­

pers with a theoretical section which is connected to the subse­

quent empirical work. These conc1usions are based on analysis of 

the 759 full-Iength articles on labor economics subjects appearing 

in six major U.S. journals, and paraIlei analysis of several British 

and European journals is plan ned in the near future. 

It is research based on microdata which sets labor economics 

apart from several other areas of economics in the extent to 

which theory and econometric method are used as part of a rath­

er deliberate research program. As a recent study by Taeuber 

and Rockwell (1982) shows, there has been a dramatic growth in 

national data collection efforts in the late 1960's and the 1970's, 

and a large number of these datasets are ap propria te for labor 

economics research because of efforts to relate data base design 

to questions implied by theoretical modeis. These data have had 

a disproportionate effect on research on the supply side of labor 

economics with much less new work being done on the demand 

side. Much of this supply side work has been stimulated by the 

advent of a small number of large scale sets of microdata, partic­

ularly panel data. 
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Was the greater availability of supply side data, in turn, the con­

sequence of better theorizing and more policy interest in these 

topies? To illustrate, labor supply responses to variation in wage 

through time underly one of the key questions in macroeconom­

ies: To what extent does variation in labor hours over the busi­

ness cycle reflect optimizing behavior by households as they take 

advantage of temporary wage fluctuations to time their market 

work, with more hours during booms and less during recessions? 

To what extent is unemployment and nonparticipation in the 

labor market an implicit demand for leisure or a purposeful re·­

duction in labor supply to canvass a wider set of prospective em­

ployers? Do social programs and tax laws accentuate the reduc­

tion in labor supply during economie contractions? 

Although interesting labor supply questions can be listed readily , 

it is possible to identify just as many important demand side 

questions: How do inventory costs influence a firm 's labor de­

mand as product demand varies through the business cycle? Why 

do larger firms and certain industries pay higher wages and load 

their labor contract with alarger share of total compensation in 

the form of fringe benefits rather than direct wage payments? It 

is the claim of this paper that the greater range and quality of 

our knowledge and theorizing on partieular topies does signifieant­

ly stem from the advent of large scale miero level data sets. 

These data sets use individuals and households as the unit of ob­

servation and are important in explaining why, during the 1970's 

about two-thirds of labor articles in major U.S. journals were on 

the broad subjects of labor supply and wage determination. As 

the existing data are worked and then reworked a type of diminish­

ing returns will likely set in despite more elaborate econometrie 

and theoretieal machinery with whieh to work the data lode. To 

forstall the trends observed by Leontief new forms of data and 

observation will be required. 

The contrast between data available on the supply side of the 

labor market versus the demand side is striking. No national prob­

ability samples exist for industrialized countries at the establish-
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ment level which can be used to characterize the microeconomic 

choice processes of firms in a fashion analogous to the way in 

which the choice process of households and individuals can be 

characterized. It is beyond the scope of this paper to review the 

demand side data and its prospects for future development, but I 

believe a vastly better job can be done and that it would have a 

research payoff at least as great as the labor supply data have 

had. Perhaps new data on the demand side collected with input 

from researchers in the areas of industrial organization and orga­

nizational behavior will be developed during the next decade. 

In this paper we begin with a review of characteristics of papers 

published in major U.S. journals (1965-1983) in the field of labor 

economics as defined primarily by the chapter topics in the forth­

coming volume, Handbook of __ Lab~~conomics (1984). This review 

demonstrates the changing character of the field in terms of 

topic, extent to which papers are exc1usively theoretical, share 

of papers with a theoretical section which is meaningful and con­

nects to the subsequent empirical endeavor , and type of data 

used for empirical work. Con sonant with Leontief's findings we 

observe a growth of theoretical papers in terms of both number 

and share. However, it is also observed that this growth of the­

oretical papers does not appear to have crowded out good empiri­

cal work; if anything there seems to have been aparaIlel growth 

of both significant theoretical and empirical papers as the devel­

opment of theory and data interact through time. 

The second section of the paper tums to a more detailed discus­

sion of the interaction between theory, data base development 

and policy issues. Topics highlighted in this discussion are earn­

ings functions and intertemporal labor supply modeis, inc1uding 

retirement and unemployment. 

The third section of the paper discusses some of the advantages 

and disadvantages of different kinds of microdata, inc1uding data 

from sodal experiments which were a popular and costly type of 

data gathered in the United States during the 1970's. The third 
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section indicates some data based pitfalls and the weakness aris­

ing from many of the statistical tests in what can be termed se­

cond generation work on several topics. These tests often suffer 

from very limited power to discriminate among alternative hypoth­

eses, but in some ca ses this weakness could be over come by addi­

tional data. 
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I The Changing Character of Labor Economics Research, 

1965-83 

To characterize the changes in labor economics research all arti­

des appearing between 1965 and 1983 in six major U.S. journals l 

were coded by topic, whether exdusively theoretical, whether, if 

empirical, the paper had a meaningful theoretical section, wheth­

er the paper was based on time series data, whether based on 

some sort of aggregate data such as census tracts2 or states3, 

whether the paper was based on panel, exper imental, or micro 

cross-section data, whether the data source was the Current Pop­

ulation Survey (CPS), 4 the Michigan Panel Study of Income Dynam­

ics (PSID), the National Longitudinal Surveys <Conducted for the 

U.S. Labor Department by the Census Bureau, the National Opin­

ion Research Center and the Ohio State University's Center for 

Human Resource Research), data from the Census, the Survey of 

Economic Opportunity (SEO) or some other set of microdata (all 

other). The coding of topic corresponds dosely to the chapters in 

the volume.5 

l American Economic Review, Econometrica, Journal of _Political 
Economy, Quarte~ Journal of Economics, Review of ._Economics 
and Statistics, and International Economic Review. Notes, com­
mentsand shorter papers were excluded as were American Eco­
nomic Association Proceedings. 

2 Census tracts, school districts, SMSA, city and county data 
were all coded as census tract data. 

3 For research on countries outside the United States the coding 
was based on sim ilar geographic areas. For example, prefectures 
of Japan were treated as states. 

4 Many countries have a survey which is sim ilar or identical to 
the CPS and research based on such data was also coded as 
liC PS". 

5 An alternative coding structure would be in terms of type of 
model. To illustrate, papers based on Seater's (1977) model of 
search as weIl as the original paper have a theoretical structure 
which is virtually identical to several of the labor supply models 
reviewed by Yoram Weiss in the Handbook. Vet, these papers 
were coded in the search category rather than a category of dy­
namic micro modeis. 
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The total number of labor economics articles coded was 759, 

with 297 appearing between 1965 and 1974 and 462 appearing be­

tween 1975 and 1983. In Table 1 is presented the distribution of 

articles by subject for 1965-69, 1970-74, 1975-79 and 1980-83. 

Among broad topical areas, papers on labor supply and wage de­

termination gained gro und particularly between 1965-69 and the 

1970's. The share of papers on labor demand and on institutionai 

structures declined throughout the period, with the exception of 

a modest upturn in the most recent period, 1980-1983. 

Some of the research trends appear to be the consequence of pol­

icy concerns. Retirement was not a subject which made an ap­

pearance in these journals until the late 1970's, when concern 

over funding of social security in the U.S. heightened interest in 

the topic. Similarly, the recent growth in papers devoted to labor 

market equilibrium, dynamic demand, and implicit contracts Onclud­

ed in the code of screening, signalling and contracting),6 can be 

ascribed to an interest in understanding the continued upward 

movement in the normal unemployment rate of most industrialized 

countries. Research on discrimination peaked in the 1970's at a 

time when government intervention for the purpose of affirma­

tive action was the greatest but seems to have declined in most 

recent years as the flow of government initiatives in this area 

has dwindled. 

Some topics seem to be largely stimulated by theoretical develop­

ments which are, in turn, at least partly stimulated by policy is­

sues. Research on principal-agent and implicit contract models 

has grown recently, and this can be regarded as influencing mod­

els of retirernent and unemployment. However, it can also be ar­

gued that this line of theoretical effort has, to some extent, 

been pushed along by policy related interest in retirement and 

6 Again there are coding issues. Implicit contract models of reti­
rement such as Lazear's paper (1979) were coded as having retire­
ment as the subject rather than contracting as the subject. 
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Articles in Major U.S. Journals: Labor Economics Subject, 

by Year, 1965-83 

(Percentages in Parentheses) 

1965-69 1970-74 1975-79 1980-83 

Labor supply 

Population size and structure 

Household production 

Labor supply of men 

Labor supply of women 

Labor supply of others and 
income support disincentives 
of UI, NIT, taxes or other 

Retirement 

Educational demand 

Migration 

All 

Labor dem and 

Basic labor demand 

Adjustment and dynamic 

demand 

Minimum wage 

All 

Wage determination and 

earnings 

Earnings functions 

Theoretical lifetime earnings 

Compensating wage differentials 

Discrim ina tion 

Income inequality 
(other than human capita!) 

Occupational choice 

7 

O 

2 

O 

2 

O 

3 

13 

27 

(25.0) 

10 

6 

l 

17 

(I5.5) 

10 

2 

2 

4 

9 

l 

14 

11 

5 

3 

7 

1 

11 

9 

61 

(32.0) 

11 

4 

2 

17 

(9.0) 

22 

5 

4 

17 

20 

2 

19 

8 

7 

9 

16 

4 

9 

14 

86 

(34.0) 

11 

6 

4 

21 

(8.0) 

38 

4 

5 

14 

22 

3 

10 

8 

6 

6 

15 

1 

2 

4 

52 

(26.0) 

la 

10 

4 

24 

(12.0) 

17 

6 

9 

7 

20 

O 
------------------------------------------------

All 28 70 86 59 

(25.5) (37.0) (34.0) (29.5) 



Labor market equilibrium 

and friction 

Specific training and turnover 

Search 

Unemployment structure 

C yclical m ovements 

Screening, signalling 
and contracting 

All 

Institutionai structures 

Trade unions, strikes, 
union wage effects 

Stratification, segmentation 

Public sector labor markets 

All 

Total 

1965-69 

l 

1 

5 

13 

O 

20 

(18.0) 

8 

3 

3 

14 

(13.0) 

109 

(100.0) 
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1970-74 

4 

5 

3 

17 

3 

32 

(17.0) 

3 

3 

4 

10 

(5.5) 

190 

(l00.0) 

1975-79 

3 

11 

17 

Il 

4 

46 

(18.0) 

10 

3 

l 

14 

(5.5) 

253 

(IOO.O) 

1980-83 

5 

11 

9 

18 

7 

50 

(25.0) 

13 

O 

3 

16 

(8.0) 

201 

(IOO.O) 
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unemployment. A definite ch ange in research on unemployment 

is a recent decline in papers on unemployment structure, and a re­

placement with papers devoted to establishing the idea of opti­

mal or rationai unemployment. Here theory has partly reshaped 

the way we think about a major policy issue. 

Research on institutionai structures declined in the 1970-79 pe­

riod but has recently experienced modest growth during 1980-83. 

Rather than being outside the main framework of economic theory, 

this newer work has applied microtheory to the analysis of 

unions and has made use of the data and method developed in 

the broader field of labor economics, a subject to which we shall 

now turn. 

One of the most pronounced changes in labor economics has been 

the growth of articles which are exclusively theoretical. Between 

1965 and 1969 only about one-seventh of the papers appearing in 

major U.S. journals were exclusively theoretical as can be seen 

in Table 2. This sh are had approximately doubled by the 1980's: 

between 1980 and 1983 twenty-nine per cent of papers were ex­

clusively theoretical. 

The growing role of theory was not restricted to papers with an 

exclusively theoretical focus. Perhaps the most important change 

in the last twenty years has been the growth of empirical papers 

with ameaningful theoretical section. By this I mean papers in 

which there is some substantial theoretical framework which, at 

least in part, is an extension or reformulation of the existing 

standard theory of its day and which provides an interpretation 

the paper's subsequent empirical work. There are obviously differ­

ent standards which one could apply, and it was not required that 

the theoretical section be so directly connected to the empirical 

work that it was necessarily parameterized by the au thor • On the 

other hand theoretical papers with a few stylized "facts" append­

ed were not coded as "empirical with ameaningful theoretical 

section". 
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Table 2 Labor Economics Articles in Major U.S. Journals: Percentage Distri­

bution by Type, Method and Data Source, by Year, 1965-83 

1965-69 1970-74 1975-79 1980-83 All 
________ • ___ "' ___ .. _~ _____ ~ ____ ~~ __ ",,_~ _____ w_~, ________ ___ ' __ ~'_~ ______ ' __ ~_' ___ * _____ m~_ 

Theory onl y, All 14 19 23 29 22 

Theory only, Significant 7 12 13 15 12 

Empirical with a meaningful 
theoretical section 17 33 36 36 33 

Micro data 11 27 45 46 36 

Panel l 6 21 18 14 

Experiment O O 2 2 1 

Cross-section 10 21 21 26 21 

Micro data set 

PSID O O 6 7 4 

NLS O 3 10 6 6 

CPS O l 5 6 3 

SEO O 4 4 O 2 

Census (1-1000, 1-100 or 
other) 3 5 2 O 2 

All other micro data sets 8 14 18 27 18 

Time series 42 27 18 16 23 

Census tract 3 2 4 3 3 

State 7 6 3 3 4 

Other aggregate cross-section 14 16 8 4 10 

Secondary data analysis 14 3 3 4 5 

Significant 37 59 63 51 55 

N 106 191 257 205 759 
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Combining papers which are exclusively theoretical with those em­

pirical papers having a substantiai theoretical section, about two­

thirds of the labor economics papers in major U.S. journals in 

1980-83 were theoretically based. In contrast less than one-third 

of the labor economics papers during 1965-69 can be character­

ized as theoretically based.l From the se summary statistics it 

would appear that labor economics has conformed to the general 

pattern for all of economics reported by Leontief (1982) in his as­

sessment of papers published in the American Economic Review. 

A closer examination indicates a stable share of empirical papers 

in the range of 70 to 80 percent. The main decline in empirical 

work was in the reduced use of time series data8 and aggregate 

cross section data of various types. Secondary data analysis is de­

fined as direct use of empirical results or tables published else­

where, and this type of paper declined from 14 to 3 or 4 per cent 

of all papers. As a group, the share of papers based on aggregate 

time series, aggregate cross-section, and secondary data analysis 

declined from 80 percent of all labor economics papers in 1965-

69 to 30 percent in 1980-83. 

The greatest attrition in terms of percentage point decline was 

in research using time series data. While 42 per cent of all labor 

economics papers were based on time series in the 1965-69 pe­

riod, by the 1980-83 period this had fallen to only 16 per cent. 

The main growth in empirical papers has been in papers using 

microdata, particularly panel and micro cross-section data from 

surveys of households or individuals. In fact panel data were vir­

tually out of the picture in 1965-69, but in the period between 

7 The small number of papers with models simulated using hypo­
thetical parameter values were included as theory only. 

8 Many papers involve poded aggregate cross section and time se­
ries. For example, state data through time. Where T (the number 
of time periods) greatly exceeded N (the size of the cross-sec­
tion) or where the main results seemed to depend on time series 
variation, the paper was coded as based on time series. 
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1975 and 1983 they were utilized in approximately 20 per cent of 

the papers in the sample. A few of the papers based on panel 

data did not employ the panel features of the dataset. Instead, 

the dataset was analyzed as if it were cross-sectional. Specifi­

cally, 22 percent of the papers using panel data did not exploit 

panel features of the dataset. 

Now let us tum to a more impressionistic assessment of the re­

search. How significant are the articles based on different meth­

ods, approaches, and data? In coding each article's "significance" 

I tried to be eclectic and not impose my own research priorities. 

An article was judged significant if it was empirical and improv­

ed our understanding of how labor markets work or the actions 

of behavioral units within labor markets. A theoretical article 

was judged in terms of its empirical potential even if the article 

itself point ed to no evidence. To give some feeling for my cod­

ing, articles on search ended up with a high per cent with a sig­

nificance code value of l even though few empirical articles ap­

peared until the late 1970's. Obviously, someone who feels that 

search models have not been very illuminating would have coded 

some of these articles differently. An effort was made to judge 

the paper's contribution at the date it was written rather than in 

light of subsequent knowledge. 

What has emerged is a growing use of microdata and growth of 

empirical papers with a substantiai theoretical section. Subject to 

the obvious limitations of my effort to code the significance of 

each paper, there was a growth in the share of such papers 

up until 1980. From there on the share of significant papers declin­

ed. See the second to last row of Table 2. This decline can not 

be attributed to fewer significant theoretical papers as can be 

seen in row 2 of Table 2, nor can it be attributed to a decline 

in the share of empirical papers with a substantiai or meaningful 

conceptual framework as can be seen in row 3 of Table 2. What 

has occurred in this author's interpretation is a decline in the 

number of illuminating papers based exclusively on empirical re-
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sults. In particular, I judged that 33 per cent of papers were only 

empirical (not a theory paper and without a substantial theoreti­

cal section) and significant in 1975-79, where as 21 per cent of pa­

pers were so categorized in 1980-83.9 

A reason for this decline in significant papers with an exclusively 

empirical orientation could be terrned the data lode phenomenon. 

When a new type of data becomes available for research use as 

did micro cross-section and panel data during the 1970's, there 

appears to be a set of interesting results which will be based sim­

ply on the data without any new conceptual framework for inter­

pretation.1 0 As the data lod e is worked sufficiently, diminishing 

returns set in to purely data based findings and perhaps eventual­

ly to innovations in or reformulations of theory.l1 This would 

imply that to counteract the pattern to which Leontief objects, 

labor economics would have to be rejuvinated by a succession of 

new databases. Of course, not all new data sources can be expect­

ed to have major impacts on research. In the case of data from 

social experiments, only two per cent of papers in recent years 

have been based on such data. See row 6 of Table 2. 

9 To illustrate the role of data based findings consider the sum­
mary offered by Duncan and Morgan (1981): "Even the most 
basic, descriptive findings from the PSID are surprising because 
they contradict many of the stereotypes built up from many 
years of cross-sectional analyses. The economic environment that 
most people face is not stable but rather quite volatile. It cre­
ates large numbers of workers and families who are occasionally 
poor, on welfare or in certain sectors of the labor market, but it 
also produces fairly small numbers who are persistently in those 
states. Frequent changes in family composition play a role in 
much of this volatility." 

10 The new data forms may give rise to complementary develop­
ments in statistical method, but it should be noted that here I 
have attempted to code substantive significance rather than meth­
odological significance. 

Il John Pencavel's paper in this volume on labor supply of men 
seems to indicate that diminishing returns can set in early in this 
process. New results seem to be not much better than the pion­
eering work on male la bor supply. 
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The attrition in studies based on time series data can also be 

ascribed to the data lode phenomenon. Widespread availability of 

lower cost computing capacity and the existence of a large stock 

of relatively unexploited time series in the 1950's and 1960's led 

to extensive analysis of the basic time series data. Although new 

data became available with the passage of time and through the 

construction of new series from historical records, the basic 

stock had been pretty weIl worked, with diminishing returns to re­

working the data using different methods and interpretations. 

An alternative explanation for the erosion of time series as the 

major data source is that these data as weIl as aggregate cross­

section data were simply displaced by microdata, which permitted 

better inferences for a whole range of research subjects in labor 

economics. In this case we would expect microdata to occupy a 

long standing, dominant roI e in labor market research rather than 

simply going through a cycle of rising and then falling applica­

tion as diminishing returns set in. 

A clear feature of microdata use is the importance of a small 

number of data sets. As reported by Taeuber and RockweIl 

(1982), there are over a hundred large scale sets of microdata in 

the public domain in the United States, but about half of our 

sample's papers in 1975 to 1983 using microdata were written 

using just three data sources: the NLS, the PSID, and the eps. 
The Survey of Economic Opportunity dataset collected in 1967 

was quite widely used in the 1970's. In the later 1970's, of the 

papers using microdata, 56 per cent were based on just these 

four datasets. During the period 1975-83, 75 percent of the pa­

pers based on panel data utilized either the NLS or the PSID. 

While the share of on for by 

the leading datasets was substantial, there was a considerab ,­

le lag in the diffusion of their use. Major use of the PSID occur­

red about 5-10 years af ter the first year of data collection 

(1968). Publication of papers based on panel data occurred in 

overnight fashion with virtually none in the sample until 1974 

and an abrupt switch to a high rate of utilization from then on. 

Other U.S. longitudinal studies, described in Borus (I982), include 

the National Longitudinal Study of the High School Class of 

1972, the Longitudinal Retirement History Survey and the NBER­

Thondike-Hagen study. 
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As noted above the data from the New Jersey-Pennsylvania, 

Gary, Seattle-Denver and Iowa-North Carolina income maintenance 

experiments have not been used a great deal. This is true 

even though the data, particularly those from the Seattle-Denver 

experiment extend over several years, indude a wide array of 

variables and have income and wage variations which are probably 

much doser to being exogenous than the wage and income varia­

tions arising in a conventionai set of microdata. Two explanations 

would appear to be that, first, the samples in the experiments 

are restricted to a particular (lower income) segment of the popu­

lation and, second, that these data are no better for many re­

search purposes than the previously available NLS and PSID data.l 2 

Labor economics has been connected to many developments in 

econometrics as researchers endeavored to draw inferences from 

the newly available data sets over the last twenty years. Only 18 

of the 759 labor economics papers were coded as primarily con­

cerned with econometric method, although many more papers 

were state-of-the-art applications of existing econometric meth­

od. The growth of papers emphasizing and utilizing econometric 

innovations grew through time as did more sophisticated uses of 

the data, induding matching variables from other data sources to 

different types of microdata for the particular purposes of the re­

search topic in question. In all, 49 papers employed a significant 

use of special purpose matching to a micro data set. An illustra­

tion of this is work by Ehrenberg and Oaxaca (1976), who match­

ed the varying unemployment system features of different states 

12 Another type of panel data is that from administrative records 
such as the Social Security Administration's Continuous Work His­
tory Sample (CWHS) and the U.S Labor Department's Continuous 
Wage and Benefit History (CWBH), which has longitudinal informa­
tion on earnings, benefits received and some personal characteris­
tics. As Ashenfelter and Solon (1982) note, a common drawback of 
administrative data is a restricted set of variables and restricted 
sampling to indude only sub-groups of the population eligible for 
benefits or program participation. Many research purposes require 
comparisons between enrollees (or eligibles) and non-enrollees (or 
ineligibles). 
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to respondents in the NLS in order to evaluate the role of ben­

efit levels on reemployment wage and duration of unemployment 

spell. 

To summarize, micro level data for research, particularly on 

labor supply are now available in wide variety of social surveys, 

including panel surveys and surveys which have been at least part­

ly designed for the purpose of estimating specific modeis. These 

data have been used quite extensively as can be seen from the 

growth in the use microdata from various sources including "all 

other". See Table 2. Recently there have been efforts devoted to 

compiling a set of data base descriptions and indexes to major so­

cial surveys. Readers interested in tracking down specific data 

bases can refer to these compilations. See Borus (1982). The re­

cent Taeuber and Rockwell (1982) paper includes a time series of 

social surveys. Parallei to our findings on research uses of micro­

data it is clear that social surveys have been a growth indus­

try. During the 1940's there are only four entries and in the 

1950's this jumps to 8 entries, in the 1960's there are 32 entries 

and in the 1970's there are 34 entries. It should also be noted 

that several of the major data collection projects initiated in the 

1960's were large scale panel designs in which reinterview data 

were collected in the 1970's. 

The 1960's represented a decade during which widespread availabil­

ity of low cost computing capacity occurred at the same time 

that there was an acceleration in the development of economet­

ric methods. These forces also continued during the 1970's and 

this decade represented the further refinement and specialization 

of econometric method to problems of micro panel data and an 

enormous diffusion of micro data bases among a wide and diverse 

set of users in various academic settings. Thesis research in 

labor economics using this newly emerging technology grew at an 

accelerating rate in the 1970's and early 1980's.1 3 

13 For a review of research based on the NLS see Thomas N. Day­
mont and Paul J. Andrisani (1983). 
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Main data sets such as the NLS and PSID became (by historical 

standards) very weIl documented for users despite the growing 

complexity of the fHe structures. In the PSID data base the com­

plexity of the data was increased by virtue of the number of vari­

ables (over 5000 variables are in the public use data tapes) and, 

more importantly, by the design of paraIlei treatment of indi­

viduals and families. Specifically, the data are structured so that 

they can be used to characterize an individual 's own economic 

history as he or she changes the connections to other individuals 

by splitting from or returning to a given family, and family re­

cords permit the user to define family income, family housing 

characteristics and other variables that can be defined for multi­

person households. A unique feature of the PSID data incorpor­

ates new family units which have an original sample member giv­

ing rise to a growing sample. 

An examination of the actual questionaires used in social surveys 

of economic topics reveals that through time there has been con­

siderably more complexity and sophistication in question wording 

and skip sequences. Studies to date show that financial compensa­

tion of respondents does not le ad to obvious improvements in 

data quality in most circumstances as shown by Cannell (1978), 

and a great deal of specialized knowledge as to what types of top­

ics and question sequences are feasible has been gained. Many 

data collection efforts employ standard question sequences such 

as those of the CPS and this permits ready comparisons across 

surveys. 



- 18 -

II The Interaction Between Theory and Data Base Develop­

ment 

There is clearly an interaction between data collection and devel­

opment of theory in labor economics research. There are relative­

ly few empty economic boxes in labor economics compared to 

other applied fields such as industrial organization where much of 

the recent theoretical developments are regarded as valuable in 

their own right with relatively little attention given to empirical 

testing to date. This probably reflects the difficulty of collecting 

microdata on firms and organizations, a problem which has lim­

ited some kinds of demand side research in labor economics. Virtual­

ly none of the 759 papers reviewed in the previous section was 

based on microdata with individual firrns or establishments as the 

unit of analysis. 

In some instances theoretical models have clearly motivated data 

collection efforts. Prior to the advent of human capital models 

of lifetime earnings, most set s of microdata did not have much 

information on work histories of individuals. Early work on earn­

ings functions was comrnonly based on years of potential labor 

rnarket experience, defined in terms of age and years of formal 

schooling. Because the theory emphasized the importance of on­

the-job training through various types of job market experience, 

new and on-going data collection efforts obtained extensive infor­

mation on job market experience. Variables such as years of 

full time experience, years of part time experience, and years in 

military serice became widely available in cross-sectional data. 

Panel data, in addition, allowed measurement of these variables 

by the researcher rather than from respondent recall. 

The particular case of experience measurernents for the estima­

tion of earnings functions is a success story - so much so that it 

is now almost taken for granted. Yet, before experience variables 

were available for analysis it was claimed that labor earnings 

were heavily influenced simply by age and sodal norms about 

what should be paid to people of different ages. The evidence we 

have indicates that age has a role but one which can be interpret-
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ed by length of remammg work horizon ; people nearer retire­

ment will have a shorter period in which to recover the costs of 

investment in skills and will for this reason invest less. In con­

trast various types of work experience have effects on earnings 

in line with what one would judge to be the learning con tent on 

each. See Willis, Chapter 12. 

Differences between men and women in their work histories as 

measured by experience segments appear to account for perhaps 

70 per cent or more of the wage differences between men and 

women. See Cain, Chapter 15 for a discussion. Experience-ear­

nings profiles are clearly a case where data collection efforts 

were motivated by a conceptual framework. Moreover , the entire 

enterprise seems to have paid off, though some controversies re­

main. Does experience indicate production skills and actual out­

put or does it also indicate such things as knowledge of how to 

effect organizational transitions and reorganizations? In the case 

of male-female earnings differences one of the controversies is 

whether or not differences by sex in accumulated work experience 

are the consequence of labor market discrimination. 

One can identify cases where purely data based discoveries or 

puzzles have led to substantial theorizing and econometric work. 

Two illustrations from panel data are, first, the discovery of 

runs patterns in data on labor force participation of women 

and, second, the discovery that the duration of completed spells 

of unemployment is much shorter than as measured by duration 

from beginning of spell to survey date. 

Interpretation of the apparent dependency of current labor force 

status on labor force status in preceding periods observed by 

Heckman and Willis (1977) led to efforts to determine whether 

this was because of fundamental effects of being in a given state 

or whether it was simply the consequence of differing, unobserved 

permanent propensities to participate.1 4 One feature of this 

14 A more general econometric model of these issues has been 
set out. See Heckman (1981). 
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literature is that the econometric aspects of the problem see m 

to have absorbed most of the attention, and much of the work 

has continued in a rather atheoretical vein, with some connection 

to previously developed theories. Still, the econometric representa­

tion can be regarded as an important contribution which was initi­

ally motivated by regularities observed in the data. 

The Current Population Survey involves reinterviews of the same 

households over a 12 month period. Using the se data Kaitz (1970) 

discovered that by taking a sample of individuals who had complet­

ed a spell of unemployment the average duration of spell of 

unemployment in the United States was on the order of 4 to 5 

weeks. This contrasts with the 8 weeks commonly observed dur­

ing non-recessionary times (and 14-16 weeks common during re­

cessionary times) when one measures unemployment duration by 

time from beginning of spell as reported by the respondent to 

date of survey. This puzzle can be resolved at the descriptive 

level by observing that the probability of leaving unemployment 

declines the longer the spell of unemployment. That is, the hazard 

function for leaving unemployment declines monotonically , but 

this squarely contradicts a main implication of search theoretic 

models which usually show that optimizing behavior in light of a 

percei ved, stable distr ibution of potential wage of fers will lead 

to a reservation wage which declines through time. If the wage 

offers are sampied randomly from this distribution the probability 

of accepting employment will rise through time, i.e., the haz­

ard function for leaving unemployment should rise over time. 15 

15 Note that a constant hazzard function, (t), in the expression 
A(t)=f(t) obtains in the case where f(t) is an expotentiai density 

I-F(t) 
function. In a case of a constant hazzard function spell to survey 
and spell to completion measures would coincide. If this case ap­
plied to mortality it would imply that an unbiased estimate of 
life expectancy could be obtained by asking a cross-section 
sample of individuals their age! 
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In the search literature the appeal of the theory is so strong 

that few students of the subject accept the apparent fact obser­

ved by Kaitz. Instead most people resolve the disparity by believ­

ing that there are unobserved individual differences in the level 

(and perhaps shape) of the hazzard function, and that absent con­

trol of these differences one cannot identify the true structure 

to the time path of the probability of leaving unemployment for 

individuals. The data required to resolve this controversy would 

include panel data collected at monthly or perhaps weekly inter­

vals for individuals during multiple spelIs of unemployment. Then 

one could identify person specific parameters of the hazzard func­

tion. In this case new data collection would have been motivated 

by theory which was initially stimulated by descriptive empirical 

findings. This example illustrates the continuing interplay of the­

ory Imethod and data collection. This seems to be a healthy feature 

of contemporary labor economics. 16 

A significant area which highlights the interrelation between the­

ory and data is the broad area of interternporal labor supply. The 

basic theory is simple and quite appealing: intertemporal utility 

maximization will require individuals to exploit information on va­

riations in their wage through time with resulting substitution ef­

fects toward more work in periods when their wage is known to 

be high in relation to other periods. This simple theoretical frame­

work was used to analyse unemployment and the effects of 

unemployment insurance, retirement, and the other life cycle 

labor supply decisions. Public policy is seen as the source of 

changes in the price of leisure at different points of time and as 

the source of income variation. Armed with this simple view, a 

variety of empirical efforts was mounted. In each of these areas 

the initial model has led to empirical research which has met 

16 The additional work on unemployment spells has been very de­
pendent on both new data sets and new interpretations. See, for 
example, Kiefer and Neumann (1981), Akerloff and Main (1981), 
Layard (1981), Pederson (1982) and Bj örklund (1983). 
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with anything from no success to reasonable success. In response 

to less than complete success, reformulations and extensions of 

the theory seem to be the order of the day. The two topks 

whkh will be reviewed here are unemployment and retirement. 

A stylized fact whkh is regarded as consistant with the bask in­

tertemporal labor supply model is the procyclkal labor force par­

ticipation rates and countercyclical unemployment rates for virtu­

ally all major demographk groups.l7 In this view the unemployed 

are simply those who choose not to work during low wage pe­

riods, but because of a dispersion of offered wages may sample 

some jobs (i.e., "look for work") even though their reservation 

wage will exceed the typkal wage offer they receive. Their re­

servation wage, we should remember, is in this view positively in­

fluenced by the prospect of higher anticipated wages in the future. 

More recently these stylized facts have been subject to much 

greater scrutiny. If workers are to make a rationai intertemporal 

choke they must have some basis for successfully forecasting fu­

ture wage rates. If not they would be unable to decide whether 

the current period is one deserving extra work hours or fewer 

work hours. Work by Altonji and Ashenfelter (1980) addresses the 

following question: If we describe time series wage movements is 

it reasonable to suppose that workers can use past history to de­

cide whether future wage rates will be higher or lower? Their find­

ings, whkh should be regarded as somewhat preliminary, indica­

te that "rational forecasts of future real wage rates differ by a 

constant from current real wage rates, and there is very little va­

riation in these deviations with which to explain unemployment". 

17 Mincer was (one of) the original proponents of this type of in­
terpretation of the cyclkal labor force participation of married 
women. Recessions led to added women workers because of income 
declines in their families, but led to discouraged workers as 
they were unable to realize high wages during the temporary 
downturns. 
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Recent research devoted to estimating the elasticity of substitu­

tion between leisure in different time periods from time series 

data has found a small substitution elasticity or one of the 

"wrong" sign. This result also holds in some work using disaggrega­

ted data from the 1970 U.S. Census)8 Tests of the proposition 

that, in quarterly U.S. time series, people act as simple period 

by period utility maximizers can not be rejected against the al­

ternative hypothesis that individuals act as multiperiod maximi­

zers.19 

Despite the apparent lack of support for the intertemporal labor­

leisure model of unemployment, this is an area in which convinc­

ing empirical work has just begun. Time series tests are of limit­

ed value because there is not that much information there to 

discriminate among alternative hypotheses. Moreover , theoretical 

models used to date seem too restrictive. To illustrate, if busi­

nesses can carry inventory how do costs of inventory influence their 

incentives to stabilize output, employment, and wages? Micro 

level models that synthesize supply and demand factors and con­

nect to empirical analysis are probably required to illuminate the 

basic issue. Recent work using microdata estimates the intertem­

poral substitution elasticity to be about .2.20 

Another approach to intertemporal labor supply research is based 

on a broader model which synthesizes labor supply and household 

portfolio choices. Here households up against a financial net 

worth constraint have high costs of downward adjustment for con­

sumption commitments, such as repayment of debt for major 

durables. Expenditures associated with children such as food and 

schooling also involve substantiai costs of downward adjustment. 

18 Joseph G. Altonji (1982) and Kim B. Clark and Laurence H. 
Summers (1982). 

19 See Varian (1984). 

20 Thomas E. McCurdy (1982) reports an estimate of .234 based 
on panel data and an estimate of .15 based on cross-sectional 
data. 
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In the presence of such consumption commitments short run wage 

declines can be shown to motivate short run market hours increas­

es so as to maintain cash flow. The empirical work supports 

such a model for younger families, but for older families with pos­

itive net worth, hours of work rise during high wage periods and 

fall during low wage periods.2l 

The simplist labor supply models allow people to select their 

hours given a parametric wage. It can be argued that hours choice 

is, to a substantiai extent, effected by job choice. However, ef­

ficient job choice is something which requires adjustment time, 

particularly in a world of firm-specific skilIs and attachment and 

search costs. If so, temporary wage fluctuations with a given em­

ployer can be replaced with an intertemporal, implicit contract 

in which hours vary and there is an earnings levelover multiple 

periods sufficient to meet reservation utility, that level of utility 

attainable in an alternative sector where wage rates and hours 

are stable. Workers will be induced to accept hours variations 

and will do so at a modest wage premium if their hours restric­

tions are in the form of unemployment combined with unemploy­

ment compensation. This approach appears to receive empirical 

support in the recent work by Abowd and Ashenfelter (1981). 

Another version of this type of approach is that of Feldstein 

(1976) who focuses on the role of unemployment insurance in lower­

ing the cost of varying the number of employees rather than 

the hours per employee to effect a variation in worker hours 

when output price varies. His results in Feldstein (1978) sug gest 

that about half of the temporary unemployment rate is the con se­

quence of the presence of the unemployment insurance system. 

Before fully embracing these sorts of results it should be remem­

bered that the regular unemployment insurance system has in the 

United States, a tax rate which is substantially related, though 

21 See Kenneth G. Dau Schmidt (1983). 
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with lags, to benefits previously paid to those laid off from the 

firm. In the context of the Feldstein model perfect experience rat­

ing fully eliminates the bia s toward layoffs rather than varia­

tions in hours per employee. In the Abowd Ashenfelter approach 

since uncertainty has a direct role in the model there could still 

be net social benefits of a perfectly experience rated unemploy­

ment insurance system.22 Vet the systern would lead to greater 

variations in work hours supplied (and demanded) through time. 

The important point here is that work extending the basic model 

has been dependent on newly available datasets, and additional 

data may help resolve the issue of the relative importance of some 

of the new features of models such as uncertainty and public poli­

cy var iables. 

Intertemporal labor supply models have also been the basis for re­

cent analysis of retirement behavior. A widely observed phenom­

enon in industrial societies has been the growth of early retire­

ment. The first mkrolevei analysis of this was by Morgan and 

Barfield (1969) who indicated that there appeared to be two groups 

of early retirees. One group plan ned to retire early and car­

ried out the required work, earnings, and asset accumulation 

plan in the preretirement period. Another group retired early be­

cause of events which occurred (such as illness) for which they 

had not made provision. Part of the favorable financial status 

of the planners was their social security benefits. 

From observing aggregate time series, the early 1970's were a 

time of increasing retirement of people age 62-64. In the U.S. 

this age gruop had been allowed to receive benefits. As the num­

ber of beneficiaries grew relative to the number of taxpayers 

questions arose over the incentive effects of Sodal Security. The 

initial microlevel ana!ysis was largely atempora! and based on 

cross-section data. Persons eligible for benefits were seen as re­

sponding to the se benefits in a myopic, single period fashion and 

22 See the recent paper by Tope! and Welch (1980). 
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worked less or not at all because of income effects arising from 

the basic guarantee and because of substitution effects embodied 

in the high benefit reduction rates as market earnings increased. 

The second round literature was more intertemporal and emphasiz­

ed sodal security wealth as an inducement to retire and as an 

inducement to less preretirement work hours and private savings. 

It was typically based on micro panel data. As additional work 

was developed in this intertemporal framework using micro panel 

data, several researchers discovered that added hours of market 

work in the preretirement period led to marginal discounted retire­

ments benefits adjusted for survival probabilities - which 

were of ten substantial: in many cases the sodal security system 

could act to increase preretirement hours.23 If this actually hap­

pened the difference in net hourly wage between those who are 

just prior to age of eligibility and those who had just reached 

the age of eligibility could be substantiaI. In the context of the 

basic intertemporal labor supply or lifetime labor supply approach 

the system could affect the timing more than the total hours of 

work over the lifetime. Sharp differences in work hours between 

the nearly eligible and the recently eligible could give a greatly 

exaggerated picture of the lifetime labor supply effects. This 

issue has not been ful1y explored and there appear to be substan­

tial data limitations on work of this sort in the near term.24 In 

one study in which marginal sodal security wealth is related to 

retirement, no significant relation is found. Mitchell and Fields 

conclude that ••• "retirement is affected ambiguously by sodal se­

curity eligibility, by current dollar benefits, by sodal security 

wealth and change in sodal security wealth." 

23 This has been observed in the work of Blinder, Gordon and 
Wise (1980). See, for example, Alan S. Blinder (1980, 1983). 

24 See Olivia S. Mitchell and Gary S. Fields (1983). 
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Most of the work in this area has been done without employing 

a full life cycle theoretical model with endogenous wages and a 

labor-Ieisure choice. While such models are not easy to work 

with, several have been developed and analyzed yielding the follow­

ing qualitative insights: (i) It is common to find that an increase 

in financial wealth will lead to less market time during the 

life cycle,25 including early retirement, (ii) More able individuals -

those with agreater ability to leam and therefore alarger steady­

state human capital stock will have (finite) life cycles character­

ized by a more accentuated earnings path, later retirement and 

greater lite cycle savings during their earnings years.26 Greater 

levels of both private pensions and Social Security benefits can 

be associated with such an earnings and retirement plan; as a re­

sult, without controls on ability it is entirely possible to observe 

a positive relation between pension wealth or Social Security 

Wealth (SSW), and later retirement. 

Some studies report a positive relation between SSW and length 

of worklife.27 The finding of a positive relation between pensions 

and retirement age is also consistent with the belief that pen­

sions can be and are used to induce workers to stay with a firm 

and not leave af ter there have been substantiai firm specific in­

vestments in human capita!. See Chapter 6. Here retirement is 

one way in which an experienced worker can leave the firm. 

25 James J. Heckman (1980) provides a model which illustrates 
this point. 

26 See HarI Ryder, Frank Stafford and Paula Stephan (1976). See 
especially the discussion on p. 667·-68. These topics are discussed 
by Yoram Weiss in Chapter 13. 

27 See Robert L. Clark and Thomas Johnson (1980) and Daniel 
S. Hamermesh (19 ). In a similar vein, Blinder (1983) reports a 
modest positive effect of private pensions on probability of mar­
ket work for those age 58-60. 
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What are the implications of research to date on unemployment 

and retirement? It appears that the reformulated theories of be­

havior can be tested with an augmented set of variables in some 

of the main on-going data collection projects. Special supple­

ments could be added to the eps, and because of the continuing 

panel data collected in the PSID and NLS, new reinterviews 

could include variables specifically designed to test reformulated 

hypotheses. In fact, this feedback between testing, reformulation 

of theory, and new data requirements has characterized the se 

three important data sets and probably accounts for much of 

their high utilization rate which we observed in section I. 

Some of the variables suggested by the preceding discussion of re­

tirement are indexes of market ability, characteristics of the pen­

sion plan, whether job skills are firm specific, tax treatment of 

social security benefits (which will in tum depend on other vari­

ables such as family structure), and measures of knowledge of 

the basis for retirement benefits in the public and private pen­

sion plans. Key variables suggested by the preceding discussion of 

unemployment are better wage measures, since changes in wage 

rates will be heavily influenced by measurement error in the 

wage itself. To this we should add measures of the household's fi­

nancial wealth, measures of consumption commitments as indexed 

by expenditures in different categories and debt repayment. 
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III Advantages and Disadvantages of Different Types of Mic­

rodata and Some Data Based Pitfalls 

If panel microdata have such an increasing role in empirical anal y­

sis why not devote resources to just a few good panel data sets 

and forget the rest? Much has been written on the virtues of 

panel data, but there are several drawbacks which would advise 

against the panel data only strategy. More traditional data such 

as micro cross-section and aggregate time series look attractive 

in many applications. In the U.S. during the late 1960's and through­

out the 1970's, substantiai resources were devoted to collecting 

and analyzing data from sodal experiments,28 but as observed in 

section I, these data have received relatively little use in publica­

tions in major U.S. journals. Rethinking the collection of data for 

sodal experiments is important since, in prindple, one can em­

ploy dedsion theory and cost-benefit criteria in determining a 

scale of evaluation. In this section it is suggested that an exten­

sion of this perspective can be useful in obtaining rough judge­

ments about the process of collection of non-expermential data. 

This section begins with two subsections on the advantages and 

disadvantages of cross-sectional microdata and panel microdata. 

The discussion then turns to sodal experiments and the possible 

role of international comparisons from standardized survey instru­

ments such as the Current Population Survey. 

28 Greenberg and Halsey (I983) report that the cost of the four 
U.S. income maintenance experiments was over $ 100 million. 
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Advantages and Disadvantages of Micro Cross-Sections 

A major limitation of many studies based on aggregate time series 

is that the central endogenous and exogenous variables of ten 

all move together through time, and changes in the variables 

about a time trend is minor. Empirical results are often very dif­

ferent as a result of the inclusion or exclusion of a few observa­

tions and minor redefinitions of the variables via atheoretical 

changes of the lag structures. In contra st cross-sectional micro­

data are of ten characterized by many of the central variables 

being nearly independent of one another, including the dependent 

and independent variables! 

In face of the low correlation among variables in microdata one 

is left with a quandry as to whether the real world is characteriz­

ed by very great microlevel randomness in economic behavior or 

whether it is primarily measurement error which leads to the ap­

pearance of weak relationships.29 For example, the topic of earn­

ings risk has received limited illumination from microdata because 

one cannot tell how much true randomness there is versus 

measurement error. Some have rushed to infer that luck is a 

major determinent of lifetime earnings because of large unexplai­

ned variation in earnings based on microlevel earnings equations, 

but we know relatively little about measurement error in many 

of the key variables. Let us list the eroblem _of measurement 

error as disadvantage one of cross·-section microdata and label it 

Ole. 

A second drawback in the use of cross-section data is that stan­

dard research practice in economics seems to be devoted to ob­

scuring the homely nature of the actual questions used in the sur-

29 A problem of this sort plagues microlevel research on the 
permanent income hypothesis where there are two sources of er­
rors-in-variables: actual income fluctuation and survey errors. 
See, for emamp1e, the Holbrook and Stafford (1971) discussion 
(p. 14-15). 
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vey, which may be still a step (or several steps) removed from 

the proxy variable which is conjured up in the mind of the referee 

or reader of the published paper. Other social sciencies have 

suffered form this problem, too. Presser (1983) found that "fewer 

than half of the (social science) articles reported anything about 

sampling method, response rate, the wording of even a single 

question, (or) year of the survey ••. (which is) not markedly bet­

ter than the mu ch criticized mass media". 

The economics articles reviewed by Presser were clearly the out­

Her group with only 3.9 per cent reporting the sampling method 

and 2.9 per cent reporting any question wording. This analysis 

was restricted to papers based "exclusively on articles reporting 

data the authors themselves collected or that were collected by 

other individuals independent of (data collecting) organizations". 

Therefore, the low percentages of economics papers discussing 

sampling method or question wording is not just the result of 

greater use in economics of standard data sets collected by some­

one other than the au thor • The relatively low professionai re­

wards to work on such matters is indexed by the fact that only 

l of the 759 U.S. papers reviewed had data concerns as a central 

topic, and that was a relatively general discussion of the role of 

data from negative income tax experiments the gap between theo­

retical construct and the actual question or operationalization 

used in research was remarked on by Leontief (I982) and seems 

to apply to micro cross-section data as weIl. Let us label the prob­

lem of the disparity between the ~heoretical variable and the ac­

tu~Lquestion or guestion sequence used to construct an operation­

al index of the variable as D2C. 

Very little work has been done to overcome these two disadvan­

tages of micro cross-section data, but recently more studies have 
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begun to appear on such subjects,30 though not in the journals 

reviewed in section l. In the case of market work the usual ques­

tion is on how many hours were worked for pay during the last 

week or month, but this method seems to have problems of sev­

eral sorts with people usually reporting more hours of market 

work than acually took place. Studies with beepers program med 

to obtain a random sample of time use show that respondents 

tend to exceed the 24-hour time constraint in daily time alloca­

tion31 when asked to report directly for time spent in socially 

desireable activities. For people age 18-24 hours of work actually 

working, rather than on breaks socializing or participating in on­

the-job training, are only about 68 per cent of hours reported in 

response to a direct question about market work.32 

If hours measurements have unknown validity and reliability this 

carries over to hourly wage rates which are often calculated as 

income per time period divided by hours worked per time period. 

It should be obvious that structural parameters are as likely to 

be biased as much or more for the se reasons as for such reasons 

as selection bias, truncation bias, or simultaneous equation 

bias.33 A favorable sign is that while detailed discussion of data 

30 See, for example, Mellow and Sider (1983) and Greenberg and 
Halsey (1983). These papers have shown not only the nature of 
data problems but their likey effects in drawing inferences about 
important research topies. The practice of using multiple indiea­
tors of variables measured with error of ten rests on the unwar­
ranted premise of zero covariances among the errors. 

31 See Robinson (1984). The beeper study estimates match 
quite closely the estimates from repeated application of 24-hour 
time diaries. 

32 See Stafford and Duncan (I979). 

33 In apaper whieh attempts to address this, Borjas (1979) 
shows how what he terms division bias can alter the sign of the 
labor function. 
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problems was not prevalent in the articles I reviewed, there ap­

pears now to be more awareness of data problems and analysis limi­

tations based purely on data quality than there was in empirical 

research ten years earlier. However, the broader problem requires 

more attention to working with observable and measurable vari­

ables in the development of theoryas weIl as better empirical mea-

sures. 

A third limitation of micro cross-section data is that there are 

inevitably important variables influencing any given behavior 

which are outside the scope of the hypothesis in question. This 

causes no problems if these variables can legitimately be added 

to the equation disturbances, but this is not defensible in most 

cases. To illustrate, suppose personal motivation differs across in­

di viduals, and one person is far more productive in the market 

than others of given education and background. Unobserved moti­

vation variables will lead to higher potential wage rates and, if 

good working conditions are a normal good, people of given obser­

ved personal characteristics with higher wages can also have bet­

ter working conditions - a result in apparent contradiction of 

hedonic labor market models of the sort discussed by Rosen in 

Chapter 14)4 If so cross-section data will not permit identifica­

tion of the parameters of interest because increasing the sample 

size increases the number of parameters one for one: each new 

observation implies another value of the unobservable "personal 

motivation" parameter. Further, ad hoc inclusion of variables to 

measure personality seems unattractive, and complication of the 

theoretical model to include personality variables may le ad to a 

model which is too complex or outside the current cornpetence 

of economists. Let us la bel the _E!:.9blem of unobserved ~rsonal 

differences as it applies to cross-section data as D3C. 

34 Brown (1978) and Smith (1977) summarize most of the empiri­
cal findings up until the last few years. 
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A fourth drawback of cross-section data is the limited potential 

to characterize market equilibrium and even individual level equi­

librium.35 The implicit or explicit framework in most studies 

using micro cross-section data is one of partial equilibrium with 

no ability to answer such questions as whether, for example, mar­

ket wage rates will change in response to a government tax poli­

cy or whether an increase in those attaining a college education 

will drive down the returns to education and by how much.36 For 

such questions aggregate data of various sorts are more widely 

used. Let us label the -E.artial ~quilibrium nature of most work uti­

lizing micro cross-section data as D4C. 

A fifth drawback of microdata in the minds of many economists 

is the availability of large numbers of subjective or attitudinal 

variables. A common assumption of economic theory is that prefer­

ences, though unknown, are stable. Theories are developed so as 

to place only few general restrictions on the structure of prefer­

ences. Behavior will be altered in light of changes in the oppor­

tunity set, and, because the opportunity set is defined by "hard" 

economic variablesII it is best to work with such facts rather 

than subjective data. Beliefs, preference s, attitudes, and the like 

are better left to other disciplines. Even theories which place 

heavy emphasis on expectations are worked out ot deduce the 

consequences only for observed "economic" variables. 

35 An intriguing example of individual level equilibrium is micro 
cross-section estimates of the income elasticity of the demand 
for housing. The elasticity as estimated for a sample of recent 
movers is much higher than for all households in a paper by Morgan 
(1963). One interpretation is that recent movers are more like­
ly to have aligned actual and desired housing stock. However, 
recent movers may have an underlying dem and elasticity which 
differs from the entire population. 

36 See Johnson (1970) for analysis of this question. He utilized 
aggregate data. 



- 35 -

A safer practice is probably to admit to limitations of attitudinai 

or perceptual variables but to avoid being doctrinaire. An il­

lustrtion of this is in work on intertemporal labor supply. Wage 

variations are difficult to measure since wage levels are difficult 

to measure in the first place. Therefore, respondent reports of 

whether current wage is unusually high or low may be better than 

elaborate calculations of wage changes, and use of respondent 

reports of wage change was more successful in recent work by 

Dau-Schmidt (1983). The proliferation in the use __ of atheoretical 

attitude or preference variables can be not ed as D5C. 

Most surveys are based on some form of geographic or area samp­

le in order to reduce interviewer travel costs. This means that 

the samples are not truly random samples of the population, and 

there are effects of sample design on statistics derived from the 

sample as noted in Kish (197 ). To illustrate, standard er rors are 

understated and, while there are methods available to calculate 

the sampling influences, this is seldom done. The cost saving de­

par tures . from~e _ random sampling are a limitation of many 

micro cross-section data, D6C. If the sample selection is done in 

a way so that probabilities of selection are not known, then, for 

models with an erroneous or incomplete specification, generalizing 

the results to a population of interest is not possible. 

Inadequate samp~size and ,lack of~,comparison ~'::!E._observa­

tions when analyzin.&... special labor market gruops such as blacks 

or unemployed is another disadvantage, D7C. In a usual cross­

section only 4-10 percent are unemployed at a point in time. To re­

medy this it is common to design a sample of only the unemploy­

ed such as those covered and receiving benefi ts. However, this 

is a selected sample and excludes those not covered. A better 

but more expensive method is a sc:reening survey applied to a 
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random sample with lower selection rates for those who are de­

termined to be not unemployed in the screening section)7 

With all these problems why are so many papers in major jour­

nals based on cross-section surveys? A part of the answer is in 

the information cycle suggested in Section II: This is a relatively 

new form of economic data and computers provide for a period 

of low cost discovery which may dwindle through time. The use 

of microdata recal1s the story of the drunk who lost his money 

on the dark side of the street but looked for it under the light 

because he could see better there. Perhaps we will keep looking 

at microdata because they illuminate some questions even if other 

questions seem more interesting. In a more positive vein, what at­

tracts researchers to micro cross-section data? 

Two main advantages of micro cross-section data are: The flexibi­

~ provided in .subset _ selection f~~_ hypothesis testing, AIC, and 

the ability to measure a large number of variables .for the same 

individual or household which could influence behavior of these 

dedsion making units, A2C. These two features are important be­

cause microeconomic models have been developed to interpret a 

wide array of individual behavior and because economic theory 

does not purport to have a comprehensive theory of all behaviors 

as they interact in the microeconomic process. Thus, for example, 

it becomes important to select women who are married of a 

certain age in studying la bor supply rat her than attempting a 

comprehensive theoretical and econometric model of labor supply 

(and other activities) in which adult, married females are just 

one case and in which, male teenagers are another and in which 

those nearing retirement are yet another. Normally , the medium 

range theoretical-econometric model will, for reasons of tractabil­

ity, apply to one of these groups and one or two behaviors. As 

37 A c1aimed drawback of PSID data is the inc1usion of observations 
from an earlier SEO sample of poor persons. This subsample is se­
lected on the generaloutcome of low income and can bias certain 
estimates. Many researchers restrict their analysis to the ran­
dom sample. This sample is in fact not random either since it is 
based on geographic sampling procedures as noted in D6C. 
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new issues arise and interest changes from one group (teenagers) 

to another (retirees) and from one behavior (la bor supply) to anoth­

er (savings) a good general-purpose, random, national probability 

sample can be deployed to analyze behavior without the need for 

time consuming developments of a special purpose questionaire)8 

A parallei to the advantage of flexibility in subset selection applies 

to design of the survey instrument and coding categories of 

the variables. The basic variables should be gathered and coded 

in the most elementailevei if costs are not prohibitive and re­

spondents can actually report the data elements. This leads to ad­

vantages A3C, the ~ssibility of variable redefinition from 9isag:. 

gregated variables. Again, examples are helpful. If we were gather­

ing data for the single purpose of testing the hypothesis of the 

effect of tranfser income of individuals on their time in market 

which appeared to suit our purposes and set out to collect these 

data in a survey. What we would discover in a pretest is that 

people cannot respond to a question which asks about transfer in­

come but can report income received from various particular 

sources such as unemployment insurance, food stamps and so on. 

Further, market work time might include travel to work and ex­

clude on-the-job leisure, and these may be easily code d from re­

sponses in a 24-hour time diary. For the purpose of the question 

at hand it may be useful to define transer income as the sum of 

fi ve or six income components and to define market work to in­

clude on-the-job training time but to exclude on-the-job breaks. 

The next user may have a critical need to include on-the-job le i­

sure in market work since the issue might be how many hours 

the person is not available for home childcare. Similarly, an ag­

gregation of transfer income is not helpful for the researcher 

38 This will be true if the right variables are measured as well. 
A common problem in survey design is anticipating possible future 
uses of the data. This sometimes leads to a desire to include 
every conceivable variable influencing microeconomic decisions. 
Budget constraints and limits on respondent patience limit this 
if nothing else does. 
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studying the effects of unemployment or the next trying to de­

scribe the distribution of food stamp receipts. 

A limit to disaggregated variables in data archives is that some 

of the disaggregations may be the result of meaningless distinc­

tions at the level of the respondent. In the United States respon­

dents may not know whether they received regular Social Security 

benefits or Supplemental Security Income benefits even if it is 

of interest to researchers and policyanalysts. On the user side a 

limit to disaggregation can simply be the cost of performing the 

necessary aggregation to define meaningful variables. If there are 

certain standard variable aggregations which are commonly used 

(e.g. all transfer income) they can be in the file but this does 

not argue for discarding the data on elemental measures from 

which they were constructed. 

Computer power enters the discussion in several ways. In the last 

fifteen years it has becorne easier to store strings of variables in 

ways which lead to faster aggregation in the process of variable 

redefinition. An illustration of this is found in time diary coding. 

One can impose a prespecified gr id of, say, 10 minute intervals 

O. e. 144 fixed length segments per day) or let the respondent re­

port a chronology of activities which will typically have somewhere 

from 15-50 entr ies per 24-hour day each of which will require 

a complementory variable to record the varying time length)9 

Fifteen years ago this variable entry chronology with detailed 

codes per entry would create a major, almost impossible, comput­

ing problem to create an aggregation across entries into, say, 

100 codes for 2000 observations. Today this is only a moderately 

arduous task and researchers can specify their own variable defi­

nitions based on elemental variables. These same advances in 

computing power make subset selection a sirnpler task as weIl. 

39 The practice of variable length records is essential in other 
applications as in the PSID coding of information on varying num­
bers of individuals in a family unit. 
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The ability . to use certain variables which can inde~ the given 

data set to other data sets and match the data can be listed as 

advantage A4C. For example, information on which SM SA of resi­

dence can allow the addition of unemployment rate and wage va­

riables for the SMSA as variables influencing individual behavior. 

This has become a rather frequent practice, as noted earlier. 
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Advantages and Disadvantages of Panel Data 

Many of the advantages and disadvantages of panel data are im­

plici t in the discussion of econometr ic methods designed for 

panel data.40 We can refer to advantages and disadvantages of 

micro level panel data with the designation used from micro 

cross-sectional data, replacing the C with aP. Some of the ad­

vantages of panel data turn out to be a reduction in the disadven­

tage present in cross-section data. 

D l P: Panel data, it is c1aimed, are more subject to measurement 

error than cross-section data. One is often using change measures 

derived from successive observations in time, and the apparent 

change can be dominated by different values of the errors in suc­

cessive time periods. It is for this reason that in his chapter 

Lewis restricts his analysis of union wage effects to studies 

based on cross-sec-tion data. If one postulates serially correlated 

measurement error, as do Duncan and Holmiund (1983), then panel 

data have an advantage, so one cannot conc1ude that panel data 

universally suffer more (or less) from the problem of measure­

ment error than do cross-section data 

D2P: The disparity _between theoretical variable and the actual 

question orquestion sequence applies to panel data as weIl as 

cross-sectional data. However, for actual change variables, such 

as change in assets or hours of market work one can derive 

these variables from simple repeated questions rather than from 

respondent recall. The same paucity of reports on sampling and 

questions describes panel data, for the most part, but since the 

variables defined by change measures seem to be regarded as 

more innovative, there tends to be more discussion of variable 

construction. This is just an impression I have from my review of 

journal artic1es. 

40 See The Econometrics of Panel Data, Institut National de la 
Statistique et des Etudes Economiques---rf978). 
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D3P: Panel data have the e.roblem _~_lJnobserved personal char­

acteristics, but this is ususally thought to be surmountable through 

statistical method. A substantiai econometric literature has 

been developed to exploit the notion that if there are unchanging 

unobserved personal characteristics panel data can be used to 

limit their effects on estimation of other parameters. This work 

is illustrated by the papers by Chamberlain (1978) and Heckman 

(1981). In one important application, studies of compensating 

wage differentials seem to have had more success using panel 

data. Here success is defined in terms of result more in line 

with the ~e.riori expectation of the theoryas summarized in the 

chapter by Rosen. 

A limitation of the methods applied to panel data is that the per­

son-specific effects derived in models of heterogeneity and state 

dependence may not really be personal characteristics but rather 

persistent unobserved environmental variables such as job market 

characteristics, as could be the case in the analysis of youth 

unemployment by Ellwood (I 981). Thus, unobserved variables 

which permanently influence behavior are still a problem though 

less so in panel data. Further, attention is of ten centered on mov­

ers or changers, who may differ from others. 

D4P: Just as in micro cross-sections, market equilibrium is sel­

dom characterized though models of adjustment to equilibrium by 

price taking individuals are possible. 

D5P, D6P, D7P: Largely the same as for cross-section data. Panel 

data allow for a better opportunity observe rare events since 

individuals are studied over a longer time period. 

D8P. Panel response rates fall through attrition and this can be a 

severe probLem. If response rates on the initial interview are 70 

percent and as high as 90 percent on each subsequent reinter­

view, a panel study of work history over ten years would have 

mere 27 percent of the original sample by the tenth year. Cer­

tainly one can cope with some of this problem by econometric meth-
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ods, but a cost is that one has to specifyavalid attrition pro­

cess and even if the specification is correct it will typically pre­

empt identification of other parameters of interest. A very seri­

ous problem occurs when there is no know led ge of the characteris­

tics of initial non-respondents. This applies to both cross-sec­

tion and panel data. There have been no major breakthroughs on 

the problem of gett in g a higher initial response rate. 

D9 P: Panels require unch~mged _~estion wordir:!K and guestionnaire 

layout in successive waves of the panel. In implementing a panel 

study it is essentiai to have set question wording and questionnaire 

layout. Otherwise, changes in the values of the variables through 

time could arise simply because of changes in question word­

inge (This also applies to use of repeated cross-sections as in 

the measurement of unemployment from the CPS.) This point is 

obvious. As a practical matter the re will always turn out to be 

problems with some questions which are discovered af ter one or 

more waves of panel data are collected. Should a better question 

replace the problem question midstream? The answer is not ob­

vious because if there are several remaining waves one can get 

better questions and ch ange measures over the remaining waves. 

Also, numerous cross-sectional uses are made of data from 

panels. Why not just ask both the right and the wrong question se­

quences when a problem is discovered midstream? There are bud­

get constraints and respondent irritation constraints. The point 

here for data users is that they should look at the actual ques­

tion and question sequences used in different waves of a panel 

rather than assuming that there were no changes in wording or lay­

out as the panel progressed. 

Advantages of panel data include all of those for cross-section 

data and a few more. AlP, A2P, A3P, A4P: Same as for cross­

section. Change variables derived from panel data greatly expand 

the set of variables available for analysis and in subset selection. 

Panels allow for greater opportunities to observe changes in prices 

and wages. 
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A5P: Dynamic models can be fit using _ data collected at ~iffer­

ent time points to define change rather than respondent recall 

measures of the values of variables at different time points or 

change therein. In studying savings behavior and adjustment of fi­

nancial portfolios there is some evidence by Ferber (1976) that 

repeated measures of assets and change therein as ca1culated by 

the researcher provide better data than respondent recall of 

ch ange in assets of various types. The details of unemployment 

spells and work history are difficult to recall, but simple reports 

collected weekly (for unemployment spells) or yearly (for work 

history) are probably quite accurate. Note that respondent attri­

tion and annoyance with frequent reinterviews ar practical consid­

erations which could be dominant. 

A6P: Panel designs allow several interview sessions in which to 

collect variables which are unchanging through _~ime. It is unreal­

istic to have a personal interview which lasts more than about 

one hour unIess the subject matter is very salient, personally inter­

esting and non-threatening to the respondent. Questions asked by 

economists often fall on al! three counts! Panel data, through the 

opportunity to reinterview, can be thought of as allowing a longer 

interview session. 

A7P: Panels can be more cost effective. Reinterviews, particular­

ly by telephone, are cheaper than initial sample interviews. Sup­

pose one simply wants to estimate population means on certain vari­

ables which are subject to year-to-year or day-to-day variation. 

For a given research budget how many individuals should be includ­

ed and how many times should each be reinterviewed? It can 

be shown, as in Kalton (1984) that cost-effective description can 

require the collection of reinterview data. Such data will permit 

an assessment of reliability which can be useful in various re­

search application. 
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A8P: ~.large on-g.oing .pan~can be _ used t.o evaluate _ the ef­

fects .of J?.olicy changes. D.o changes in the U.S. tax laws intended 

t.o reduce the marriage tax effect lab.or supply and marital stabili­

ty? Data fr.om .on-g.oing panels such as the NLS .or PS ID c.ould 

be used t.o get an appr.oximate answer t.o this questi.on, even th.ough 

panels were in place bef.ore the marriage tax was an issue .of 

p.olicy c.oncern. Similar remarks h.old f.or changes in retirement ben­

efits which will likely .occur in the U.S. S.odal Security system. 
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Have Social Experiments Been Useful in Labor Economics? 

Sodal experiments conducted in the United States were based on 

microdata and, particularly, for the last of the four devoted to 

studying labor supply responses to income support, the Seattle­

Denver Income Maintenance Experiment, the data structure was 

one of micro panel data extending over several years. The data 

from all sodal experiments were used in only about 2 percent 

of labor economics papers in our sample during the last ten 

years. What are the features of experiments that distinguish 

them from other sorts of microdata? 

By postulating a spedfic, behavioral model and utilizing non-expe­

rimental (field) survey data, one can obtain an understanding of 

how an individual 's labor market ho urs change in response to 

changes in after-tax wage rates and lump sum transfer payments. 

From such knowledge one could predict the labor market hours 

of households under alternative income support arrangements 

which differ in the extent to which they change after-tax wage 

rates and income guarantees. From analysis of field studies, notab­

ly large scale household surveys, labor economists have a consen­

sus view that adult males have alabor supply which is relatively 

unresponsive to changes in income or wage rates while adult 

women have a la bor supply which is quite responsive to changes 

in income or wage rates. See the chapters by Pencavel and by 

Heckman and Killingsworth. Given this prior research, a central 

issue is the role of experiments. 

One possible role for experiments is to verify the impression 

from field studies and to assure policy makers, who are unaccus­

tomed to the ways of academic research. Policy makers will 

take the experiment as clearer evidence since experiments do not 

require one to make a commitment to any particular structural 

or behavioral model. Policy makers, it is argued, can remain ag­

nostic or uninformed about scholarly research and can use the ex­

periment to answer the direct question of whether a particular in­

come support system induces people to alter their hours of mar­

ket work. 
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If we define the traditionallabor supply model as one where a 

single person with a temporally stable objective function face s a 

temporally stable, exogenous wage rate with hours of work set to­

tally on the supply side, then the share of the labor force for 

whom this applies is probably very small. The NIT induced labor 

supply responses predicted under alternative approaches such as 

those suggested by the work of Ashenfelter and Abowd (1981), 

Ham (1980), Heckman (1974), Phelps (1970), Feldstein (1976) and 

Deardorff and Stafford (1976) would differ from those predicted 

by the traditional model. Even where hours of work predictions 

are sim ilar , some of these alternative approaches highlight pe­

riods in and out of employment. 

If there is uncertainty as to which theoretical approach should be 

used, experiments look more attractive from the perspective of 

policy formulation. If the policy alternative is known in terms of 

both type (e.g., NIT versus wage subsidy) and magnitude (e.g., 

guarantee G = $5000, and tax rate t = .5) and the experiment cov­

ers arandom assignment of those in the various labor market 

circumstances, one can evaluate overall labor supply effects re­

gardless of the true theory. Either a total absence of theoryor 

an abundance of competing theories seems to strengthen the case 

for experiments! This is summarized in Table 3. 



Table 3 

Theory 

- 47 -

Conditions for Using Experiments (E) or Field Studi­

es (F) for Policy Evaluation 

Known 

Unknown 
or many 

Policy Alternative 

Certain Uncertain 

----------'---------~.,--,~,---~_.,-------

F or E 
(nonexperimental 
use of data 
from experiments) 

III 

E 

II 

F or E 

(nonexper imental 
use of data 
from experiments) 

IV 

Neither will 
help much 

When the theory is "known" and the policy is certain (Case I) the 

choice of experiment versus field research should be determined 

largely by the cost of evaluation under the two methods and the 

extent to which one believes that variations in exogenous vari­

ables from these two data sources really are just that. Analysis of 

the experimental data often employs a structural model just as 

does the field model. That is, experimental data may be used to 

fit structural models in the well-known the or y - uncertain policy 

case, because it is believed that only the experimental treat­

ments are likely to represent exogenous variations in the same 

variables reported in field surveys (Case I and Case II). The use 

of experimental data to estirnate structural models (non-experi-
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mental use of data from experiments) characterizes much of the 

analysis from the experiments.41 If the real world generated ob­

servable variations in the exogenous wage and income variables 

then, on a cost basis, field studies would dominate. A good deal 

of the debate on whether experiments are "worth it" depends on 

one's belief in the ability of the real world versus the experiment 

to generate truly exogenous variation in critical variables. 

What are some of the sources of policy uncertainty? Voucher and 

categoric aid programs are common and combine with the cash 

transfer system. Some of the former programs such as the Food 

Stamp Program are income conditioned and thereby influence the 

effective marginal tax rate on labor income. For this reason it is 

often suggested that the se programs be "cashed out" and blended 

with a universal cash transfer system. However, various categoric 

programs such as those for medical problems are not so simply 

dealt with. These needs-based programs will likely continue, and 

the issue of how they interrelate with the cash part of the sys­

tem has never been re sol ved. This leads to uneasiness about the 

desirability of a NIT and, in turn limits the payoff to a purely 

atheoretical use of the experimental data. 

The results of the U.S. negative income tax experiments could be 

summarized by saying that they did not change people's beliefs 

about the mean of the subjective distribution of key labor supply 

parameters. The results have been in line with what has been 

learned from studies based on non-experimental data. In light of a 

small disparity one reaction might be that experiments were not 

worthwhile, but to answer this question one should think of these 

experiments in the framework of statistical dedsion theory. The 

first two ingredients in such an approach are: 

41 See the papers reported in "The Seattle and Denver Income 
Maintenance Experiments", JournaJ of Human Resources, Fall 
1980. --------
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(1) listing the critical parameters about which we are uncertain 

and relating the se parameters to (2) a loss function for policy de­

cision varibles. In the case of NIT let us assume that there are 

two critical labor supply parameters and two policy variables, G 

and t. How large a sample should be drawn given some known 

cost per sample point? We must first begin by defining a func­

tion that relates gains to seleeting G (the guarantee) and t (the 

tax rate) conditionai on values of the unknown parameters. This 

can be set out with alabor supply function and an indirect utili­

ty function for the NIT recipients as is done in Burtless-Hausman 

(1978). The labor supply function is given as 

(1) h = k(w(l - t»a(y + G)b 

where h = hours of market work, w = wage, Y = non-labor income, 

and a and b are the critical la bor supply parameters. Welfare 

of the recipients can be expressed as 

(2) V = V(w(l - t), y + G) = k(w(l - t»1 + a + (y + G)l - b 

1 + a l - b 

where V(.) is the indirect utility function or maximum utility 

that can be obtained given wO - t) and Y + G, for given values 

of a and b. 

The "taxpaying" factors give a payment, P, of 

(3) P = (G -twh)n 

to the n recipients.42 

42 This is obviously an oversimplification because who is a tax­
payer and who is a recipient depends on whether G - twh is posi­
tive or negative for a given individual. Here we assume that all 
m recipients have known, identical values of w and Y and have 
unknown but identical values of a and b. 
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Substitution of (1) into (3) provides an expression for the taxpayer 

costs. How does one translate this into a decision theory frame­

work to address the question of the optimal scale of evaluation? 

First, suppose we knew a and b with certainty. What would be 

the optimal values of G and t? Here it seems necessary to impose 

an arbitrary social welfare function. Following Orr (1976), sup­

pose the taxpayer gets Z utUs from the utility of the welfare re­

cipients. 

(4) Z = Z(V) 

where Z>. O. One reason for this would be altruism. Another 

could be that the taxpayer assigns some probability that chance 

will place him or his heirs in the recipient category. If a and b 

are known, the task is to choose G and t to maximize taxpayers' 

net utili ty. 

(5) B = Z(V(w(1 - t), y + G; a, b» - P(G, t; a, b) 

The reason for a social experiment or survey is to provide better 

information about a and b. These are not really known but are 

given by a joint prior p.d.f. Given the joint prior p.d.f. there can 

be defined an expected value maximizing choke of G and t in 

(5). Perhaps, however, we can do better through evaluation. 

A sample that costs c per observation can be drawn to carry out 

the evaluation. As we contemplate samples of differing sizes, we 

may expect to leave the mean of the joint p.d.f. on a and b un­

changed but to reduce the posterior variance. The incremental 

gain in the maximum expected value of B as we comtemplate in­

cremental sample sizes can be compared to the marginal sampling 

cost, c,43 to determine an optimal sample size. In such an anal y­

sis the scale of the program (here, n) will be important and cost­

benefit analysis, could justify large evaluation expenditure of the 

magnitud e in vol ved for the NIT experiments ($ 100 million or so). 

43 The cost per observation also depends on a and b but we can 
ignore this here. 
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Actual implementation of the approach set out in (1) - (5) would 

require a computer simulation and would require some prior joint 

density function for a and b. Those who are skeptical of non­

experimental labor market studies would want to use a diffuse 

prior while others would want to use a rather tightly drawn 

prior. Simulation results would showarange of optimal sample 

sizes depending on the prior density function. An important point 

of such an approach is that if the posterior mean values of a 

and b turn out to equal the prior means, this is not the basis for 

conc1uding that the experiments were not worth it. The expected 

post-experimental parameter precision will be greater and the ex­

pected value of the best policy can therefore be increased above 

its pre-experimental value. 

Some aspects of the above discussion of the payoff to experi­

ments in labor economics apply to the payoff from large-scale, 

non-experimental data sets Onc1uding time series). In principle, 

the application of econometric models to large scale data sets 

can inform us about structural parameters, and this information 

can be used for better policy making in the sense of accepting 

policy alternatives with smaller expected los ses or in realizing 

that a lack of existing parameter precision implies large costs of 

uncertainty for specific policy chokes. With experiments the re is 

agreater focus on a single, specific policy option prior to devel­

oping the data set. Non-experimental data sets can inform a wide 

but unknown range of future private and public policy choices, 

making it impossible to write down an explicit function of the 

economic gains to additional data. There is also the problem 

noted above that the real world may be less likely to have truly 

exogenous variations in variables of interest. 

From the numerous policy related topics which have been illumi­

nated by labor economics research, one could probably rationalize 

the resources spent on data collection and analyses. There are 

usually papers which provide a useful summary of main findings 

and policy implications, such as the paper by Hamermesh and 

Grant (1979). The net payoff to additional data and analysis de-
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pends on data quality (which influences the gain in parameter pre­

cision per sample point), cost of data and processing, and the 

change in loss functions conditionai on added parameter precision. 

This says that labor economics should identify and work on feas­

ible problems with major implications for the organization of soci­

et y, and this seems to have occurred to a reasonable degree from 

the review of subjects in Section I. 

In the context of decision theory there seems to be an important 

role for collection of identical datasets in several countries 

which differ in terms of policy. Political choices effected by 

chance factors, such as differences in median voter beliefs about 

alternative, discrete policy regimes, can be thought of as the 

basis for exogenous changes in major policy variables to which in­

dividual decision units respond. For example, Sweden, Japan, the 

U.S. and Canada are similar in many ways but have major differ­

ences in public policy variables such as tax treatment of mar­

ried couples, deductability of interest on home mortgages and so 

on. If several countries collected identical sets of microdata, 

there would be more opportunities for policy analysis as weIl as 

estimation of structural parameters of general interest. Few pa­

pers based on data of this sort have yet appeared in the labor 

economics literature. 
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Limitations of Research Based on Micro Data 

The evolution of most research areas in labor economics has 

given rise to reformulations of the theory and application of 

more specialized econometric models. Virtually all major areas 

have what can be termed a second generation or even third ge­

neration literature. A common pattern is that the basic concep­

tual model is extended in several dimensions and work is done em­

phasizing one or two particular dimensions per paper. 

One can be skeptical about the prospects for a substantiai syn­

thesis of the various elements of the second generation work. This 

is not surprising since the data actually available and perhaps 

even potentially available do not contain enough information to 

abandon the maintained or restricted hypothesis testing approach 

to empirical work. Specifically, many of the second generation 

efforts achieve identification by testing much less than the joint 

hypothesis of all the interesting extensions of the basic model. 

This implies that the power of the tests on the restricted models 

is less than desired • 

This dilemma of low power tests could possibly be resolved in fu­

ture work by using two approaches. One approach would be to de­

velop a more complete representation of the opportunity set. To 

illustrate, the issue of whether fixed costs of labor force partici­

pation or preference s account for the apparent discontinuity in 

labor supply response Cogan (1980) - wherein people work substan­

tiai numbers of hours not at all - could be resolved by actual 

measures of fixed time and money costs of market work rather 

than testing for the labor supply function parameter implications 

of fixed costs. Secondly, if we had better information to charac­

terize directly the opportunity set we could employ non-paramet­

ric approaches to labor supply analysis as suggested by the re­

cent work of Varian (1983). In that approach one obtains upper 

and lower bounds on preferences, and the presumption is that the 

range of these bounds is meaningful only if the opportunity sets 

facing different individuals can be represented. This non-paramet-
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ric approach will prelude some of the controversies which now 

arise based on maintained hypotheses about the fact that there is 

a very limited set of restrictions one can place on preference s 

based on theory per se. 
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IV Conclusion 

Theoretical and empirical research in labor economics has been 

broade ned and accelerated by the advent of large scale microdata 

sets. The use of these sources has allowed us to know some 

things with much greater certainty - as illustrated by the work 

on labor supply response s to sodal insurance and income support 

programs such as unemployment insurance. On the other hand the 

better data have led to posing more ambitious research questions -

such as "What is the response to wage variations through time?" 

In some cases research has led to a realization that we cannot 

characterize the world in a very simple way. An important illus­

tration is that we do not now have a clear understanding of 

unemployment by simply characterizing the phenomenon as a spe­

dal case of labor supply. Additional breakthroughs are required 

on the theoretical as weIl as empirical side. 

Another consequence of better data has been an awareness of 

the fact that some conceptual models have limited prospects for 

detailed understanding. One such area is labor supply and demand 

synthesis. A prototype model is the hedonic labor market model. 

We know mu ch less about such supply and demand synthesis mo­

dels for two reasons. First, such models are more difficult to con­

struct since one needs a demand side theoryas well as a supply 

side theory and secondly, such a synthesis leads to much more lim­

ited prospects for identification. One only observes the market 

envelope, and this reduced form approach does not permit one to 

capture underlying supply and demand side parameters. 

Research on labor market supply and demand synthesis models is 

limited by the absence of good demand side information on 

firms. As a result many of our stylized facts have a supply side 

bias - we think more, for example, of the worker's fixed employ­

ment costs than the firm 's fixed employment costs. Analysis of 

the work incentive effects of unemployment insurance centers on 

labor supply responses rather than to variations in wage offered 

by employers as product demand varies. Clearly our knowledge 
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would be greatly improved by additional, microlevel demand side 

work which would fit into the substantiai knowledge which has 

been gained on the supply side.44 

44 See Walter Oi 's recent paper (1983). He presents an analysis 
of the fact that within an industry the more highly capitalized 
finns achieve a higher rate of capital utilization, pay higher 
wage rates to workers with similar observed characteristics and 
have alarger share of compensation in the form of non-wage be­
nefits. This can be thought of as consistent with a la bor supply 
and demand synthesis or hedonic equilibrium. Here longer and 
more predictable hours of the higher wage workers are not a 
simple labor supply phenomenon. 
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