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FOREWORD 

The intemationalization of finns has since long been a core research topic at the Industrial 

Institute for Economic and Social Research (IUI). In the four empirical essays contained in 

this thesis, Gunnar Fors examines various aspects relating to research and development 

(R&D) and technology transfer by multinational enterprises (MNEs). The analysis is based 

on a unique data material collected by IUI since 1965 covering Swedish MNEs in 

manufacturing. 

The the sis focusses on two questions. First, to what extent do finns transfer 

technology to their affiliates located abroad? Second, what is the role ofR&D undertaken 

in the MNEs' foreign affiliates? These issues are important for a broader understanding of 

technology transfer between countries, since MNEs perfonn the bulk of the world's 

industrial R&D, and are also keyactors in the international diffusion of technological 

knowledge. 

This book has been submitted as a Ph.D. thesis at the Stockholm School of 

Economics and is the 52nd doctoraI or licentiate dissertation completed at the Institute since 

its foundation in 1939. IUI would like to thank Magnus Blomström and Mario Zejan of the 

dissertation comrnittee for contributing their expertise and guidance. 

Stockholm in April 1996 

Ulf Jakobsson 
Director ofIUI 





ABSTRACT 

This thesis analyzes different aspects of research and development (R&D) and technology 

transfer by Swedish multinational enterprises (MNEs). Following an introductory chapter 

are four separate empirical studies. 

Chapter II examines to what extent Swedish MNEs transfer technology to their 

foreign affiliates. The results suggest that R&D-generated knowledge is transferred from 

parent companies to the affiliates. Technology transfer has alarger impact on newly 

established affiliates, which may imply that foreign affiliates become more self reliant over 

time. R&D undertaken in the affiliates seems to facilitate technology transfer in the case of 

process industries. Moreover, knowledge appears to be "embodied" in intermediary-good 

deliveries from the parent, especially for affiliates located in developing countries. 

In chapter III the utilization of R&D results in the home and foreign plants of the 

MNEs is analyzed. Four-fifths of the total gain in value-added attributed to home R&D was 

realized in the MNEs' home plants while the remaining fifth benefitted the foreign plants. 

Considering that around one-third of the MNEs' total output is attribut ed to their foreign 

operations, the gain of the foreign plants must be regarded as substantiaI. There is also some 

indication that the foreign gain has increased over time. Knowledge generated in foreign 

affiliates does not seem to be used as an input in home plants. 

The simultaneous relationship between R&D and foreign sales in Swedish MNEs is 

analyzed in chapter IV. Positive effects were found in both directions, supporting the 

hypothesis of a two-way reinforcing relationship . The only previous study addressing this 

issue used data for U. S. firms, but did not find evidenee of a simultaneous relationship. This 

may suggest that the link between R&D and foreign sales is stronger for MNEs from small 

countries, since these firms have limited growth opportunities at home. 

Finally, chapter V investigates determinants of overseas R&D. The empirical 

evidence tirst suggests that the location of overseas R&D is motivated to a large extent by 

the need to adapt products and processes to conditions in foreign markets. When controlling 

for factors related to adaptation, we also find that the Swedish firms locate a higher share 

of their R&D expenditures to host countries that are relatively specialized technologically 

in their industry. This rnay suggest that one additional motive to locating R&D abroad is to 

gain access to knowledge in "centers of excellence" and to benefit from localized spillovers. 
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CHAPTERI 

INTRODUCTION AND SUMMARY 

The existence of multinational enterprises (MNEs) is to a large extent attribut ed to the 

creation and utilization offinn-specific intangible assets. These assets inc1ude technological 

knowledge, marketing know-how andmanagerial expertise, as weil as specific properties 

like patents and brands. Technological assets are to a considerable degree generated by 

research and development (R&D). An important characteristic of intangible assets is that 

their productive use is not tied to a particular physical site or nation. 

Multinationals undertake the bulk of the world's industrial R&D, and are also 

considered to be the key actors in the international diffusion of technological knowledge. 

In this thesis I specifically analyze technological knowledge generated by R&D, and the 

utilization and transfer of this knowledge between the MNEs' units located in different 

countries. 

1. Theoretical and empirical background 

In the literature on MNEs the starting point is generally the transaction cost theory (see, 

e.g., Caves, 1996). This theory argues that the market for intangible assets is imperfect in 

several ways. For instance, intangible assets are at least partially public goods, meaning that 

knowledge developed by one firm can be applied at little extra cost in production by other 

firms. Furthermore, the assets are not fully appropriable by their owner, and they are subject 

to information asymmetries between a potential seller and buyer. These features imply 

difficulties to contract up on intangible assets, and hence, raise the transaction costs related 

to them. It can therefore be expected that finns internalize the market for these assets, rather 

than transact them in the marketplace (Williamson, 1975). This reasoning relates to all kinds 

of firms and to the organization of econornic activities in general. 

Theory asserts that in order to compete successfully in a foreign market a firm must 

possess some intangible asset, like superior technological knowledge (Hymer, 1960). A firm 

holding such technological assets basically faces two options concerning the exploitation of 
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these assets in foreign markets (apart from exporting). A firm can either license the 

technology to foreign firms, or set up a foreign affiliate and intemalize the use of the 

technology. The latter option is typically assumed to involve transfer of technology to the 

affiliate. Technology and similar rent-yielding assets can usually be transferred more 

efficiently and cheaply within a firm than between independent firms, due to the high 

transaction costs associated with arm's-length trade in intangible assets (Buckley and 

Casson, 1976). 

However, affiliate production and technology transfer are not without costs; both 

involve the comrnitment ofboth capital and managerial resources. Arm's length licensing 

could be expected to be encouraged by, e.g., barriers to entry in a foreign market, high risks 

to foreign investors, short economic life of the knowledge asset, simplicity or maturity of 

the technology, and by high capital costs for the potential foreign investor. 

In the newer international trade theory incorporating MNEs, it is often assumed that 

technology transfer takes place within MNEs. Markusen (1984) models the cost of creating 

an intangible asset as a fixed cost of operating a firm, and assumes that this asset can be used 

as a joint input in all plants of the firm. In Horstmann and Markusen (1992), horizontally 

integrated MNEs arise endogenously in an environrnent of firm specific joint inputs. 

Helpman (1984) takes another approach and assumes that technology is an intermediary 

input produced in one country, and then utilized in the production of final goods. 

Few empirical studies have explicitly measured how much transfer oftechnology 

actually takes place within MNEs, or what is the economic impact of such intra firm 

transfer. Case studies ofMNEs have suggested that intra firm technology transfer may be 

important (e.g. Behrman and Wallender, 1976), but most empirical papers have addressed 

the issue in a more implicit way. One exception is Mansfield et al. (1979), which studied 

how much of the retums from R&D projects some larger VS multinationals expected to 

eam from "foreign application." The study found that around one-third of the retums were 

expected to come from either the use oftechnology in foreign affiliates, licensing, or exports 

of goods embodying the technology. However, from Mansfield et al. it is not possible to 

directly evaluate the extent of technology transfer to foreign affiliates, as the concept 

"foreign application" encompasses different modes of serving a foreign market. 
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Teece (1977) and Mansfield and Romeo (1980) address related issues concerning 

technology transfer: Teece concentrates on the costs associated with technology transfer 

within MNEs, and concludes that intra firm transfers are by no means free. Mansfield and 

Romeo examine, e.g., the age of technologies transferred abroad and the leakage of 

knowledge to foreign competitors due to technology transfer. 

Several studies have analyzed firms' R&D intensity and degree of multinational 

involvement, and generally found a positive relationship between the se two variables (see 

chapter IV for a survey). However, even in those cases where R&D intensity can be related 

to foreign affiliate sales, a positive association is still not any direct evidence that technology 

is actually transferred to the affiliates. 

In this thesis, I attempt to measure technology transfer between parent companies 

and their foreign affiliates in chapter II. Then, in chapter III, the economic impact of 

technology transfer on the MNEs' foreign operations is compared with the impact of 

technology on the firms' home operations. In a more indirect way, the question ofintra firm 

transfer is also addressed in chapter IV, studying the simultaneous relationship between 

R&D and foreign sales. 

MultinationaIs perform R&D both in their home country and in foreign affiliates. 

Most of the R&D is concentrated to their home countries, although an increasing share is 

being undertaken in foreign affiliates. The location ofR&D activities to foreign affiliates can 

be regarded as a transfer of technological capability by the MNEs to their affiliates. The 

main result from earlier empirical studies is that overseas R&D is motivated by the need to 

adapt products and processes to foreign markets. 

This thesis also addresses different questions concerning overseas R&D. Chapter II 

inc!udes an analysis ofwhether affiliate R&D facilitates technology transfer from the parent 

company, and chapter III attempts to measure iftechnology developed in foreign affiliates 

is also utilized in the firms' home operations. Finally, in chapter V, we analyze whether 

overseas R&D is undertaken to gain access to knowledge in foreign "centers of excellence," 

and to benefit from localized R&D spillovers. 
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2. Data material 

Throughout this study, we use finn-level data on Swedish multinationals that have been 

collected by the Industrial Institute for Economic and Social Research (IUI) in Stockholm. 

A survey has been directed to all Swedish manufacturing firms (registered and owned to 

more than 50% in Sweden) with more than 50 employees and with at least one majority­

owned production affiliate abroad. The survey has been undertaken for the years 1965, 

1970,1974, 1978, 1986 and 1990, and the response frequency has exceeded 90% over the 

years. In aggregate tenns, the finns in the survey represent at least 90% of the total foreign 

employment of Swedish manufacturing finns, although we have exc1uded smaller MNEs. 

Comparison with official data also shows that the MNEs in the IUI survey together 

undertake almost all industrial R&D in Sweden. In 1990, for example, the R&D perfonned 

by these finns in Sweden contributed to at least 83% of total Swedish industrial R&D. 

The data are available at two leveis: first, at the level of the corporation, which in 

tum are available separately for domestic activities and foreign activities (and for some 

variables by individual host countries). Second, the MNEs report detailed information for 

each of their majority-owned production affiliates located abroad. The data on foreign 

affiliates usually correspond to an individual production plant. Data on different levels are 

used in the various chapters, depending on the issues studied. Besides finn-level data, the 

survey inc1udes some variables at the industry level, e.g., the world market concentration 

in the MNEs' primary product market. Official country data taken from OECD, Statistics 

Sweden and the United Nations are employed together with the IUI data in the empirical 

analysis. 

F or each year mentioned above, infonnation for more than 100 MNEs, with 

altogether between 400-750 foreign affiliates, is included. Some MNEs can be followed over 

the entire period 1965-90, but usually this is only possible for shorter time spans, since new 

MNEs enter the population, exit, are acquired or reorganized. This also applies to the 

individual foreign affiliates. The survey has contained roughly the same questions over time, 

although some variables are only available for certain years. Sample selection issues and 

further details on the data are discussed in each separate chapter. For a full documentation 

of the database, see Andersson et al. (1996). 
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3. A summary of the thesis 

This thesis consists of four separate empirical essays dealing with R&D and technology 

transfer by Swedish multinational enterprises in manufacturing. Chapter II examines to what 

extent Swedish parent companies transfer technology to their foreign affiliates. The results 

suggest that R&D-generated knowledge is transferred to the affiliates. The transfer has a 

larger impact on newly established affiliates, which may imply that affiliates become more 

self reliant in terms of technology over time. F or foreign affiliates in process industries, R&D 

undertaken in the affiliates seems to facilitate technology transfer, suggesting that "receiver 

competence" may be crucial to making productive use of the parent's technology. Moreover, 

the findings indicate that knowledge is "embodied" in intermediary-good deliveries from the 

parent, especially for affiliates located in developing countries. 

In chapter III we analyze the utilization of R&D results in the home and foreign 

plants of the MNEs. The estimated rate of return on Swedish multinationals' home R&D in 

their home plants is positive, and in line with estimates obtained from other countries. In 

addition to being utilized in Swedish plants, the empirical results suggest that technology is 

transferred to foreign plants, in line with chapter II. Numerical calculations suggest that 

around four-fifths of the total gain in value-added attributed to home R&D is realized in the 

MNEs' home plants while the remaining fifth benefitted the firms' foreign plants. Taking into 

account that the foreign plants in the sample on average accounted for about a third of the 

total output of the MNEs, there is no support for the assertion that a disproportionate share 

of the gains from the R&D undertaken in Sweden is exploited in foreign affiliates. Yet, it is 

apparent that there is a substantiai impact of home R&D on foreign affiliates. Analyses of 

separate periods give some indication that the foreign share of the gain has increased over 

time. No significant evidence could be found for technology transfer taking place from the 

MNEs' foreign plants to their home plants. 

The simultaneous relationship between R&D and foreign sales in MNEs is analyzed 

in chapter lY. Positive and statistically significant effects were found in both directions, 

supporting the hypothesis of a two-way reinforcing relationship. The only previous study 

explicitly addressing this issue used data for U.S. manufacturing firms, but did not find 

evidence of a simultaneous relationship. Our results suggest that the link between R&D and 

foreign sales may be stronger for MNEs originating from small home economies. Industrial 
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firms from small countries have lirnited growth opportunities in their home markets, and 

therefore are more dependent on foreign sales. When analyzing product- and process-related 

R&D separately, proxied by the MNE's industry c1assification, the two-way relationship is 

only confirmed for product-related R&D. 

Finally, chapter V investigates determinants of overseas R&D in Swedish MNEs. 

The empirical evidence first suggests that the location of overseas R&D is motivated to a 

large extent by the need to adapt products and processes to conditions in the foreign 

markets where the firms operate. This is consistent with the earlier literature. When 

controlling for factors related to adaptation, we also find that the Swedish firms locate a 

higher share of their R&D expenditures to host countries that are relatively specialized 

technologically in their industry. We measure a country's specialization in a particular 

industry in terms of R&D expenditures relative to other countries. This finding may suggest 

that one additional motive to locating R&D abroad is to gain access to knowledge in foreign 

"centers of excellence" and to benefit from localized spillovers. Hence, it is possible that the 

foreign affiliates could be seen as a MNE's interface with the technological knowledge in 

host countries. 
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1. Introduction 

CHAPTER II 

TECHNOLOGY TRANSFER TO 
FOREIGN AFFILIATES 

9 

Multinational enterprises (MNEs), undertake the bulk of the world's industri al R&D, and 

are also leading actors in the international transfer of technological knowledge. The 

commonly held view is that MNEs transfer technological assets across borders to their 

own foreign affiliates, rather than transact these assets in the market. The issue of 

international technology transfer to a large extent has been analyzed at the industry or 

national leve!. Even if it is plausible that aggregate studies capture the effects of 

technology transfer in MNEs, to date we have limited empirical evidence of these 

international technology flows at the firm leve!. l 

This chapter examines to what extent technology is transferred from parent 

companies (home operations) of MNEs to foreign affiliates. The econometric analysis 

is based on a data set of Swedish multinationals in the manufacturing sector and their 

foreign production affiliates over four separate periods spanning 1965-1990. By 

"technology" is here understood to be knowledge generated by past R&D expenditures, 

and by "technology transfer" we mean the measured impact of lagged parent R&D on 

affiliate total factor productivity growth. In effect, the rate of return on parent R&D in 

the affiliate is estimated. The empirical analysis fust addresses the general issue of 

whether this kind of technology transfer does in fact take place. Second, it quantifies the 

effect of the transfer on affiliate productivity, and third, the analysis investigates factors 

influencing the extent of intra-firm technology transfer. 

The study is organized as follows: Section 2 briefly discusses earlier theoretical 

ISee Coe and Helprnan (1995), for a study on R&D-spillovers between countries. Since MNEs 
dorninate industrial R&D, the results should to a large degree be attributed to MNEs. Even if the 
technology transfer is intra-fmn, the effect of R&D undertaken by MNEs in their horne countries, should 
eventually show up in aggregate tigures in the host countries where the tirms operate. 
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and empirical contributions to the study of technology transfer by MNEs. The 

econometric model and data are presented in sections 3 and 4, and the empirical results 

discussed in section 5. The final section concJudes. 

2. Technology transfer by multinationals 

A firm based in a country (home) essentially faces three options with regard to the 

exploitation of its technological assets in foreign markets: it can either (i) export the 

good in which the technology is embodied, (ii) license the technology to foreign firms, 

or (iii) set up a foreign affiliate to produce the good locally, i.e. become a MNE.2 The 

third option typically implies transfer of technology to the affiliate in order to produce 

the good. 

Regarding exports it is weil known that successful penetration of foreign markets 

can seldom be based on exports alone (see e.g. Dunning, 1992). On licenses, the 

transaction cost view suggests that the market for knowledge is prone to failure for a 

number of reasons, leaving explicit sales of technology to externai agents as a less 

advantageous alternative.3 This implies that the technological assets of firms to a large 

extent should be exploited abroad through the establishment of affiliates.4 Blomsträm 

(1992) notes that intra-firm technology transfer should especially apply to a MNE's most 

advanced technologies, in order to avoid leakage to competitors, which could be the case 

in licensing agreements. 

Empirical evidence from different countries indicate a positive relationship 

between a firm' s (or an industry' s) technological activities (commonly measured as R&D 

intensity), and outward foreign direct investrnent (see e.g. Caves, 1996 and Dunning, 

'Referred to by Caves (1996) as a horizontally integrated MNE, with the foreign affiliate producing 
the same good as the parent. 

lOver 60% of the license revenues in Swedish MNEs come from their own foreign affiliates, i.e. 
through intra-firm transactions. This indicates that technology transfer is mainly conducted within the 
MNE, especially when considering that probably onlyasmall part of intra-firm transfers are tied to 
explicit license payments. In comparison with R&D expenditures, for example, license revenues or 
payments are negligible. 

'The same arguments could be applied to other intangible assets of a MNE, e.g. brand names and 
manageriai expertise. 
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1992). Fors and Svensson (1994) find evidence of a positive simultaneous relationship 

between R&D intensity and internationalization in Swedish MNEs. This suggests that 

R&D is important for success in foreign markets, and at the same time that international 

operations may be a prerequisite for maintaining large scale R&D activities. 

A large and highly internationalized firm can spread fixed R&D costs on many 

production plants, and obtain a higher rate of return on each R&D dollar spent. In a 

general equilibrium context, Markusen (1984) models a firm's R&D as a fixed cost 

incurred in one location (home), conferring firm-Ievel economies of scale when the firm 

establishes plants abroad where the knowledge is used as an input. Mansfield et al. 

(1979) report that US MNEs expect to earn over 30% of the returns on parent R&D 

from utilization of the knowledge in foreign markets. 

Taking a firm' s R&D expenditures as an indicator of technological activity, the 

following two observations provide arguments that the direction of the transfer should 

mainly be from the parent company (home operations of the MNE) to its foreign 

affiliates. First, most R&D is undertaken in the MNEs' home operations - over 80% in 

the Swedish case - even though the share of overseas R&D is increasing.5 Second, R&D 

performed in the home country is more basic, generally applicable and lo~g term in 

character, compared with R&D in foreign affiliates, which is mainly oriented toward 

adapting technologies created at home to local conditions and regulations (Behrman and 

Fischer, 1980).6 Detailed case studies of individual MNEs confirm this direction of 

transfer (OECD, 1978). In the case of Sweden, Blomsträm and Kokko (1994) note that 

domestic production is characterized by a relatively low R&D content, and that 

technologies created by the multinationaIs' R&D efforts in Sweden can be expected to 

'Around 13-14% of total R&D in the Swedish MNEs was perfonned abroad during the 1970s up to 
the mid-1980s, while the figure had increased to 18% in 1990 (Fors and Svensson 1994). 

'Considering data on a sample of 26 Swedish MNEs in 1978 that undertook R&D both at home and 
abroad, we note that for home R&D, 10% of expenditures were directed toward "long-tenn research", 48% 
for "new products and processes", and 42% for "improvement of existing products and processes." The 
corresponding figures for these finns' foreign R&D expenditures were 2%, 44% and 54%, respectively. 
These figures are taken from the same data set as used in the empirical analysis. More recent observations 
for Swedish MNEs also suggest that affiliate R&D is mainly for adaptation (Håkansson and Nobel 1993). 



12 

be exported to foreign affiliates to a large extent.7 

Based on case studies, Behnnan and Wallender (1976), suggest five general 

mechanisms of technology transfer to foreign affiliates: (i) documentation in the form 

of manuals and specifications produced for specific purposes or through regular reporting 

from the parent company, (ii) instruction programs, i.e formal education and on-the-job 

training, (iii) visits and exchanges of technical personnel, (iv) development and transfer 

of specialized equipment to be used in the affiliate, and (v) continuous oral and written 

communication. To these points, the delivery of intermediary and capita! goods from 

parents to affiliates, should be added. 

3. ECODometric specificatioD 

In this section, I derive the econometric model to test for the existence and economic 

impact of technology transfer from parent companies to their foreign affiliates. A Cobb­

Douglas function is assumed to represent the production technology of foreign affiliate 

i in time t,8 

Q -A. J,.rC"LP(K )YA(K )yp tu 
ir-'f'e ir ir A ir P ir e , 

(1) 

where Q is output, el> is a fixed effect, A is the rate of disembodied technical change,9 

C is the stock of physical capital, L is labor input, KA is the knowledge stock generated 

by the affiliate' s own R&D, and Kp is the corresponding knowledge stock generated by 

'Regarding the opposite direction of transfer, i.e. from foreign affiliates to parent companies, 
Mansfield (J 984) presents some evidence. However, his analysis was based on a sample of only 15 firrns 
in the Chemical and Petroleum industry in the 1960s. In chapter III of this the sis, I employ the same 
empirical model as Mansfield, but do not find any significant impact of affiliate R&D on the home 
operations of Swedish MNEs, using data covering 1965-90. 

'More correctly, affiliate ij of parent company j, but subscriptj is left out for notationaI convenience. 

·Since this model is an attempt to explain part of the "Solow residual" by means of R&D, Arneasures 
the R&D-corrected Solow residua\. . 
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R&D in the parent company. Adenotes "affiliate" , and P "parent".1O The knowledge 

stock of P is explicitly included in A's production function as an input factor, since it 

is expected that knowledge is transferred from P to A. The parameters ex, (j, 'Y A and 'Y p 

are the elasticities relating to the four input factors, and e is arandom error term. 

Rewriting (l) in log form, and taking first differences, we obtain, 

(2) 

with lower case letters denoting logs, and where 

which is approximately equal to (K;,-Ki/.JIKi/_J or f1KIKi/_J' As seen from (2) above, first 

differencing removes the time invariant fixed effect ~. 

Since data on knowledge stocks, K, are not available, and due to the problems 

associated with the construction of a reliable knowledge stock from flow data (Griliches, 

1979), the production function is transformed to enable utilization of data on R&D 

expenditures. The terms containing kA and kp in (2) are rewritten in the following way: 

Y !:1k =(OQKs)!:1k z(OQKs)(!:1Ks)z(OQ)(Rs)=Q (Rs) s=A P s s oKs Q s oKs Q Ks oKs Q s Q' " 

where R is the R&D expenditures in a year, RlQ is the corresponding R&D intensity that 

year and Q is the rate of return (or marginal productivity) of knowledge capital 

(subscripts for affiliate and time are left out for notationai simplicity). Hence, it is 

assurned that the depreciation of K is negligible, and that R approximates the flow M. 

The approach follows that of Griliches (1980).1l The R&D intensity is considered in t-l 

IOIn the empirical analysis "parent" corresponds to the total operations in the home country of a MNE, 
i.e. the sum of parent company and other companies controlled by a MNE located in Sweden. 

I1See Mairesse and Sassenou (1991) for a survey of firrn-Ievel studies using this metbod. 
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as suggested by e.g. Scherer (1982), i.e. at the beginning of the period ~, [(t-1)-t). 

Moving from a stock, K, to a flow, R, measure ofknowledge in the production function, 

we can rewrite (2) to 

(3) 

where {lA and (Jp are the rates of return of affiliate R&D and parent company R&D in 

the foreign affiliates' production function, respectively, and 1)i{ is the new random error 

term. 

It should be noted that since Kp is taken to be exogenously given to the affiliate 

the interpretation of (Jp differs from that of (JA ; while (JA measures the effect on affiliate 

output from an increase in affiliate R&D, (Jp measures the effect on affiliate output from 

a change in parent company R&D. The latter change, which is not explicitly modelled 

here, is determined from a (global) parent company maximization problem, across all 

operations, both foreign and domestic. Hence, Kp is a choice variable of the parent 

company, and not of an individual foreign affiliate. 

The rates of return are interpreted as net of costs (Griliches 1980). In the case 

of (JA' the major part of the costs of the affiliates' own R~~D is already accounted for 

in the capital and labor input measures in the production function.12 In the case of (Jp, 

the costs of parent R&D are mainly borne by the parent, and only to a limited extent by 

an individual affiliate. License fees and other explicit payments for the use of parent 

technology by affiliates are either negligible or zero in the Swedish firms. The extent 

to which the parents implicitly charge affiliates for the use of technology through e.g. 

transfer pricing and other intra-firm payments is not possible to evaluate using the 

present data. 

Using the common expression of total factor productivity, DTFP=~q-Oi~c-(3AI, 

and assuming constant returns to scale with respect to physical capital and labor 

121t was not possible to separate out the share of capital and labor input that was attributed to R&D 
in the Swedish MNEs. The resulting "double counting" of the inputs related to R&D does not pose a 
serious problem, as long as the rate of return is interpreted as net of costs (Schankerman 1981). 
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(o+{J=l), allows reformulation of (3) in terms of growth in total factor productivity,13 

(4) 

A similar specification was used by Mansfield (1984), to study technology flows from 

foreign affiliates to parents. 

Since the data only contain information on affiliate R&D for certain periods, we 

consider a version of (4) excluding affiliate R&D as the main equation in the empirical 

analysis. The focus of the present paper is technology transfer from parent to affiliate, 

i.e. estimation of {lp. Omission of affiliate R&D does, of course, introduce a bias in the 

estimations, but since less than 20% of all affiliates recorded any R&D (1965-74), this 

should not be a major problem. A smaller sample (including two periods covering 1965-

74), with data on both parent R&D and affiliate R&D, is also analyzed. 

Estimations are undertaken by ordinary least squares regression analysis. Additive 

dummy variables are included to take account of differences in the DTFP leveiover the 

four periods, different manufacturing industries, and country of location of the affiliate. 

A description of the variables and their definitions is provided in Table 1. 

4. Data 

The data material has been collected by The Industriai Institute for Economic and Social 

Research (lUI), Sweden, for the years 1965, 1970, 1974, 1978,1986 and 1990, and is 

a full sample of all Swedish firms in the manufacturing sector with more than 50 

employees and with at least one majority-owned production affiliate abroad. The 

response frequency to the survey has exceeded 90% each year. 

In this study, data on 567 foreign, majority-owned affiliates (corresponding to 

116 Swedish parent companies) were pooled over four separate periods: 1965-70, 1970-

74, 1974-78 and 1986-90. The fact that the periods are not of equal length is adjusted 

13Since most of the cost of affiJiate R&D is already included in the physical capital and labor 
measures, and the parent R&D is treated as externaI to an individual affiliate, it is appropriate to assume 
constant returns with respect to physical capital and labor. 
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TABLE 1. DESCRIPTION OF VARIABLES 

Variable 
name 

DTFP 

R/Q 

R/Q 

R/QxR/Q 

(JR/Q 

Industry 
dummies 

Period 
dummies 

Country 
dummies 

Description 

A verage annual growth rate over the period .l (t-J to t) in total factor productivity (log 
fonn) for the foreign affiliate, calculated as follows: DTFP=.lq-Mc-b.l/, where .lq, .le 
and .l/ are average annual growth rates (log fonn) of value-added (wages+operating 
income before depreciation and fmancial items), physical capital (book value of 
equipment, machinery and property), and labor input (average number of employees). 
Value-added and physical capital are expressed in 1990 SEK by use of Swedish 
producer price and capital price indices, respectively, for the different industries as 
below. b is the calculated labor coefficient (wage share in value-added, average of t-J 
and t), and a is the coefficient for physical capital calculated as a= J -b. 

R&D-intensity in the foreign affiliate with respect to parent R&D, in the beginning of 
the period .l (in t-J), calculated as parent R&D-expenditures divided by affiliate value­
added. The R&D intensity is based on nominal SEK. 

R&D-intensity in the foreign affiliate with respect to the affiliate's own R&D, in the 
beginning of the period .l (in t-J), calculated as affiliate R&D-expenditures divided by 
affiliate value-added. Only available for 1965-70 and 1970-74. The R&D intensity is 
based on nominal SEK. 

Interaction tenn between parent R&D and affiliate R&D (see above descriptions on 
each R&D measure). Only available for 1965-70 and 1970-74. 

Variable for R&D generated knowledge embodied in intennediary goods deliveries 
from parent to affiliates. (J is defined as the value of intennediary goods deliveries 
from the parent divided by affiliate sales, and R/Q as above. (J is based on nominal 
SEK. 

Food,beverages & tobacco 
Textiles, clothing & leather 
Pulp & paper 
Paper products & printing 
Chemicals 
Iron & steel 
Metal products 
Non-electrical machinery 
Electrical machinery 
Transport equipment 

1965-70 
1970-74 
1974-78 
1986-90 (reference period) 

Country of location of the affiliate. 26 different country dummies 

Sources: All data from the JUI-däta hase on Swedish muItmatlOnals, except for producer pnce mdlces and 
physical capital price indices, which are taken from Statistics Sweden (1991). 
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for by defining DTFP as the average annual growth rate. No survey was undertaken in 

the early 1980s, implying that there is a gap in the time series, using a period length of 

4-5 years. 

Pooling the data over the four periods generated a cross-section time-series 

sample of 10 15 observations. Of the 567 separate affiliates considered, 36 were observed 

in all four periods, 120 in three periods, 100 in two periods, and 311 affiliates in one 

period.14 A small er sample of 449 observations covering the two first periods is also 

analyzed, as these periods contain data on affiliate R&D. 1S Since more than half of the 

affiliates are only observed during one period, and few affiliates are observed in all four 

periods, I do not take account of the partial panel characteristic of the data. In addition, 

the use of 4-5-year averages in the dependent variable reduces the risk that affiliates' 

residuals are correlated over time. 

We assume that the R&D intensity at the beginning of a period has an effect on 

the annual average growth rate of TFP over a 4-5 year-period. For example, the R&D 

intensity in 1965 is related to DTFP over 1965-70. This lag structure is consistent with 

earlier econometric studies on industrial R&D. Branch (1974) found that the effect of 

R&D on productivity peaked after two years, which is roughly in the middle of the 

period length used in the present paper. Ravenscraft and Scherer (1982) suggest 4-6 

years when analyzing R&D and profits. 16 

The 1015 observations were distributed across ten different manufacturing 

industries and one residual group as follows: Food,beverages & tobacco (1%), Textiles, 

ciothing & leather (2%), Pulp & paper (3%), Paper products & printing (6%), Chemicals 

(20%), Iron & steel (0.3%), Metal products (23%), Non-electricaI machinery (22%), 

HThe 1015 observation were distributed across time periods as follows: 1965-70 (20%), 1970-74 
(26%), 1974-78 (29%) and 1986-90 (25%) . 

ISIn the smaller sample, data on 294 different affiliates (corresponding to 73 different parents) are 
included, of which 155 affiliates were observed in two periods and 139 in one period. 

16It can be discussed whether the lag should be longer for international technology transfer within 
MNEs, compared with the effect of a firm's domestic R&D on its domestic productivity. Mansfield and 
Romeo (1980) found that new technologies were transferred to foreign affiliates around six years after they 
were introduced at home. However, as firms' R&D intensities generally exhibit slow shifts over time, the 
exact lag adopted should not alter the results dramatically. 
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Electrical machinery (14%), Transport equipment (4%), and other iridustries (7%). 

DTFP (and its underlying variables) are based on 1990 SEK, by use ofproducer 

price indices and capital indices, respectively, for the different manufacturing industries 

inc1uded (taken from Statistics Sweden, 1991). R&D intensities are based nominal SEK. 

Descriptive statistics for the data are provided in Tables Al and A2 in the Appendix. 

5. Empirical results 

From Table 2 we notice that the estimated parameter for parent R&D in the affiliate, ep, 
is positive and significantly different from zero at the 1% level, using a two tailed t-test. 

Hence, there is a positive association between lagged parent R&D and growth in total 

factor productivity in the affiliates. According to the framework adopted in the present 

paper, this suggests that technology is transferred from parent companies to foreign 

affiliates. This finding supports the transaction cost theory of the multinational 

enterprise, which says that MNEs will utilize intangible assets in foreign affiliates. 

In the table we also report the results from the analysis of a number of sub­

samples. First, we distinguish between product- and process-re1ated R&D, proxied by 

the affiliates' industry c1assification. 17 The estimated parameter for the product group is 

positive and significant, while this is not the case for the process group. This is in line 

with Mansfield (1984), who found that firrns in process industries are more hesitant to 

transfer technology to foreign affiliates as compared with firrns in product industries. He 

argues that once process technologies are diffused to foreign countries, it is difficult to 

determine whether foreign competitors are illegally imitating them. However, when an 

interaction dummy variable is inc1uded in the overall sample, no significant difference 

between ep in the product and process group can be discerned. More detailed research 

l7 Product industries is here defined to comprise the following industries: Pharmaceutical, Metal 
products, Non-electricalmachinery, Electricalmachinery, and Transport equipment. Process industries here 
comprises: Food, beverages & tobacco, Textiles, clothing & leather, Pulp & paper, Paper products & 
printing, Chemicals (excluding Pharmaceutical), and Iron & steel. 

To analyze the difference between product- and process-related R&D, it would be preferable to 
have the R&D-data reported by the se two categories. Since this kind of data is not available, I use industry 
classification as a proxy. For example, in a product industry such as electrical machinery there is of course 
both product- and process-R&D taking place. On average it is, however, like ly that alarger share of R&D 
in a product industry is geared towards product innovations. 



TABLE 2. REGRESSION RESULTS. POOLED DATA 1965-90 
DEPENDENT VARIABLE: DTFP IN FOREIGN AFFILIATES 

Regression (a) 

Overall sample (b) 
(n=1015) 

Product industries (c) 
(n=537) 

Process industries (d) 
(n=478) 

Affiliates located in industrial countries 
(n =828) 

Affiliates located in developing countries 
(n=187) 

"New" affiliates (age 10 years or less in t-l) 
(n=461) 

"Old" affiliates (age> 10 years in t-l) 
(n=554) 

Parameter estimate for 
R/Q 

1.46 E-4*** 
(3.73 E-S) 

1.23 E-4*** 
(3.31 E-S) 

6.10 E-4 
(4.00 E-4) 

7.91 E-4*** 
(1.65 E-4) 

1.23 E-4u * 
(3 .61 E-S) 

1.02 E-3*** 
(1.71 E-4) 

9.50 E-5"* 
(3.15 E-S) 

19 

F-value 

0.051 2.36 

0.020 2.20 

0.041 3.05 

0.029 2.77 

0 .069 2.37 

0.067 3.36 

0.026 2.16 

Notes: h*, ** and * mdlcate slgmhcance at the l, 5 and 10% leve!, respectlvely, usmg a two talled t-test. 
Standard errors in parentheses. Means of variables are provided in Table A I. in the Appendix. 
(a): The intercept is allowed to vary across industries and time in all regressions, by inc!usion of industry 
dummies and period dummies (see Table l). The results are not reported here, but available on request. 
(b): F or the overall sample, the intercept is also allowed to vary across country of location (26 dummies), 
in addition to industry and time. Inc!usion of country dummies, does not alter the results with respect to 
R/Q. It only raises the adj. R2, compared with the same regression with industry and time dummies, 
where adj . R2=0.020. 
(c): Product industries: Pharmaceutical, Metal products, Non-electrical machinery, E1ectrical machinery, 
and Transport equipment. 
(d): Process industries: Food, beverages & tobacco, Textiles, c!othing & leather, Pulp & paper, Paper 
products & printing, Chemicals (excluding Pharmaceutical), and Iron & steel. 



20 

on the differences between product- and process-re1ated R&D is needed to draw any 

further conclusions. 

Separate regressions of the other sub-samples, affiliates located in industri al and 

developing countries, and "new" and "old" affiliates, all produce positive and significant 

results with respect to {}p. To evaluate possible differences between these categories of 

affiliates, interaction dummy variables are included in the overall sample. The results 

indicate that {}p is significantly lower for affiliates located in developing countries 

compared with those in industrial countries, and that {}p is significantly lower in "old" 

affiliates relative to "new" ones. These categories are discussed further in the next sub­

section. 

Calculations of DTFP effects 

The estimates of {}p obtained by regression of the separate sub-samples, or with 

interaction dummies applied to the overall sample, only yield limited information about 

the economic impact of technology transfer in the different categories of affiliates. One 

reason is that the levels of the means of R/Q vary considerably between the sub­

samples, ceteris paribus influencing the values of the estimated parameters (see Table 

Al. in Appendix)Y 

T o examine differences between the categories regarding the impact of 

technology transfer on affiliate DTFP, we undertake numerical calculations around 

estimated parameter values and corresponding variable means. The percentage point 

impact on affiliate DTFP of the transfer is calculated as follows: {}p(R!Q),.l xlOO. The 

results are provided in Table 3. For the overall sample, it is first noted that 0.21 

percentage points of DTFP in the affiliates are attributed to technology transfer from the 

parent. 19 

The calculations indicate that technology transfer appears to have alarger effect 

18The "Iow" estimates in Table 2 for (lp are partly due to the high values (by defmition) of the 
corresponding variables, R/Q, which relates to a MNE' s overall Swedish R&D divided by the value-added 
of an individual foreign affiliate. 

l"No calculations are made for the product and process groups, as the result for the process group was 
not significant. 
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on DTFP in affiliates 10cated in industriai countries compared with those in developing 

countries. It is possible that more advanced technologies (with higher DTFP effects) are 

transferred to affiliates in industrial countries. On this point, Blomström and Kokko 

(1995) find that MNEs undertake more intra-firm technology transfer to host countries 

with a higher educational leve!. 

TABLE 3. NUMERICAL CALCULATIONS: EFFECT OF TECHNOLOGY 
TRANSFER ON AFFILIATE DTFP 

Regression 

Overall sample 

Industrial countries 
Developing countries 

"New" affiliates 
"Old" affiliates 

Notes : 

Mean of affiliate DTFP 
percent (a) 

4.08 

4.31 
3.07 

5.94 
2.53 

Percentage points of affiliate DTFP 
attributed to technology transfer (b) 

0.21 

0.68 
0.50 

1.36 
0.15 

(a): Average annual growth rate (log form) in total faetor produetivity. Pooled data 1965-90 (see Table 
I for the inc!uded years). 
(b): Calculated with the estimated parameters and mean values of the eorresponding variables as follows : 
~p(RIQ)'.J xJOO. Based on the estimations shown in Table 2, and means values provided in Table Al in 
Appendix. 

Turning to the results on "new" and "old" affiliates, where "new" refers to 

affiliates established between l and 10 years ago, and "old" to affiliates established more 

than 10 years ago,z° it seems that technology transfer is substantially more important for 

the newly established affiliates. This suggests that affiliates may become more self 

reliant in terms of technology over time, which is in line with the results in Teece 

~easured in t-l, i.e. at the beginning of the period analyzed. 10 years was chosen rather arbitrarily 
to divide the overall sample roughly in half. It is plausible that an affiliate that has operated for more than 
ten years has entered a more mature stage. The results with respect to "new" and "old" are not sensitive 
to the exact age limit adopted: e.g. a limit ranging between 8-12 years produces similar results. 
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(1977), indieating that technology transfer from the parent is most important in the start­

up phase.21 

Effects of affiliate R&D 

The results from estimations of the smaller sample of pooled data for the two 

periods 1965-70 and 1970-74, containing information on affiliate R&D, are shown in 

Table 4. First, the parameter for technology transfer, (lp, is positive and signifieant, as 

in the above analysis of the overall sample. Second, we observe that the estimated rate 

of return on the affiliates' own R&D, (lA' is not significant. Regressions on the same sub­

samples as shown in Table 2 do not produee any signifieant results either. This applies 

as weil to a separate regression of affiliates recording R&D. 22 

Above we noted that R&D in foreign affiliates is largely aimed at adapting the 

parent's teehnology to loeal eonditions. Teeee (1977) found that affiliate R&D seems to 

increase the "receiver eompetence" of parent technology, and Cohen and Levinthai 

(1989), present empirical evidenee suggesting that R&D for "leaming" is generally 

important in order to ab sorb externai technology. To test if affiliate R&D faeilitates 

technology transfer to foreign affiliates, we employ an alternative speeifieation of 

equation (4). The parameter measuring teehnology transfer, (lp, is assumed to be a 

funetion of the R&D intensity in the foreign affiliate, aceording t023 

21Separate treatment of new and old affiliates in industriai and developing countries, respectively, 
indicate that affiliates in developing countries remain dependent of parent technology over time. 

"The lack of effect of affiliate R&D may be attributed to the fact that only older data is considered. 
In chapter III of this thesis, analyzing the aggregate foreign operations of Swedish MNEs, using 1965-90 
data, I find that parent as weil as affiliate R&D had a positive and significant rate of return in the MNEs' 
foreign operations. Since R&D in affiliates of Swedish MNEs appears to have shifted to more advanced 
activities in more recent times (Norgren, 1992), it is possible that analysis of newer data would have 
generated different results. 

'3Jaffe (1986) used a similar specification analyzing the interaction between fum's own R&D and 
spillovers from other firms in an industry. 
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Inserting this expression into equation (4) yields 

(5) 

where (lpo is the parameter for the "constant" technology transfer (unre1ated to affiliate 

R&D), and (lPl the parameter for the interactive effect between affiliate R&D and parent 

R&D. The results from selected regressions shown in Table 4, indicate that R&D in the 

affiliates appears to facilitate technology transfer to affiliates in the case of process 

industries. The estimated parameter for the interactive effect, (lp!, is positive and 

significant at the 5% leve!. At the same time (lpo is not significant in process industries. 

No interactive effect is found for the overall sample or for product industries. 

Hence, in process industries, "receiver competence" may be a prerequisite in 

order to utilize technology from the parent. This finding suggests that the introduction 

of new process technologies requires a higher level of competence in the affiliate. It is 

plausible that the introduction of a new process technology in a foreign affiliate is a 

more complex task compared with the introduction of a new product variety. 

Embodied technology transfer 

Finally, I tum to the issue of whether technology is embodied in intermediary 

goods delivered from parent companies to foreign affiliates.24 eoe and Helpman (1995) 

find that international R&D spillovers are positively related to trade flows between 

countries. In a study of US manufacturing industries, Scherer (1982) presents evidence 

that R&D spillovers between industries are associated with the transactions of 

intermediaries. 

24It would have been desirable to also use deliveries of capital goods from parents to affiliates, since 
technology can be embodied in capital goods as weil. Blomström and Kokko (1995) used the flow of 
capital goods as one proxy for technology transfer. 
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TABLE 4. REGRESSION RESULTS. POOLED DATA 1965-74 
DEPENDENT VARIABLE: DTFP IN FOREIGN AFFILIATES 

Parameter estimate for 
Regression (a) 

R/Q RJQ R/QxRJQ 

Overall sample (i) 9.60 E-4*** 0.0565 
(n =449) (3.15 E-4) (0.153) 

(ii) 9.28 E-4*** 0.0177 
(3.14 E-4) (0.0129) 

(iii) 0.0244 
(0.154) 

(iv) 0.0198 
(0.0130) 

Process ind (b) (i) -9.08 E-5 0.287 
(n=231) (6.69 E-4) (0.260) 

(ii) -2.46 E-4 0.0571 ** 
(6.66 E-4) (0.0253) 

(iii) 0.288 
(0.260) 

(iv) 0.0562** 
(0.0251) 

Ad). R' F-value 

0.025 1.97 

0.029 2.13 

0.0070 1.29 

0.012 1.50 

0.020 1.59 

0.037 2.10 

0.024 1.82 

0.041 2.39 

Notes: * * *, .. and • mdlcate slgmftcance at the l, 5 and 10% leve I, respecttvely, usmg a two talled t-test. 
Standard errors in parentheses. Means of variables are provided in Table A2. in the Appendix. Only 
selected regression results are reported. It was not possible to include RJQ and R/QxRJQ in the same 
regression, since the two variables were highly correlated. Notice that neither R/Q and RJQ, nor R/Q 
and R/QxRJQ, were significantly correlated in the overall sample or the process ind. group. 
(a): The intercept is allowed to vary across industries and time in all regressions, by inclusion of industry 
dummies and period dummies (see Table l). The results are not reported here, but available on request. 
(b): See Table 2. No significant results were obtained with RJQ or R/QxRJQ in the product ind. group. 
The parameter for R/Q was significant in the product ind. group at the 1 % leve!. 
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To examine the hypothesis of embodied technology transfer, the variable for 

parent R&D in the affiliate's production function is rewritten so that technology transfer 

is related to intermediary-good deliveries from the parent. The new variable in equation 

(4), replacing R/Q, is OR/Q, where O is defined as the value of intermediary-good 

deliveries from the parent divided by affiliate sales.2s The ratio O can also be interpreted 

as an affiliate's degree offorward vertical integration. We expect technology transfer to 

be of particular importance if an affiliate is highly integrated in the production system 

ofaMNE. 

The estimation results from the analysis of embodied transfer are provided in 

Table 5.26 For the overall sample the result with regard to OR/Q is positive, but only 

significant at the 10% leve!. Separate regressions on different categories of affiliates, 

indicate that the delivery of intermediary goods to affiliates located in developing 

countries is associated with technology transfer, while this appears not to be the case for 

affiliates in industriaI countries. A possible explanation is that MNEs need to deliver 

more advanced intermediaries (embodying technology) from the home base to affiliates 

in developing countries, since such intermediaries are not available from local suppliers. 

Export of intermediary goods may therefore be one vehicle of technology transfer to 

developing countries. Comparing the new and old affiliates, we notice that embodied 

transfer is only significant for newly established affiliates. However, since both the 

adjusted R2 and F-values for the regressions with embodied transfer are low, we should 

interpret these results with caution. 

25A similar specification was used in the study by Coe and Helpman (1995). They related national 
imports to GDP, and multiplied the R&D variable with this import share. 

2'Since there are some missing values of 8, these estimations are based on slightly smaller samples, 
compared with the results presented in Table 2. The analysis utilizes data from all four periods, implying 
that affiliate R&D is not included in the estimations. 
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TABLE 5. REGRESSION RESULTS EMBODIED TECHNOLOGY TRANSFER 
DEPENDENT VARIABLE: DTFP IN FOREIGN AFFILIATES 

Regression (a) 

Overall sample 
(n=986) 

Affiliates located in industriai countries 
(n=799) 

Affiliates located in developing countries 
(n=187) 

"New" affiliates (age 10 years or less in t-l) 
(n =449) 

"Old" affiliates (age > 10 years in l-l) 
(n=537) 

Parameter estimate for 
(JR/Q (b) Ad). R1 

8.89 E-4* 0.0095 
(4.81 E-4) 

4.67 E-4 0.0020 
(1.34 E-3) 

1.30 E-3 u 0.037 
(5.55 E-4) 

3.06 E-3" 0.0033 
(1.38 E-4) 

6.02 E-4 0.015 
(4.77 E-4) 

F-value 

1.67 

1.12 

1.72 

1.11 

1.64 

Notes: n*, ** and • indicate sigmficance at the I, 5 and 10% level, respectively, usmg a two tailed t-test. 
Standard errors in parentheses. Means of variables are provided in Table A3. in the Appendix. Only 
selected regression results are reported. 
(a): The intercept is allowed to vary across industries and time in all regressions, by inclusion of industry 
dummies and period dummies (see Table I). The results are not reported here, but available on request. 
(b): When (J was included in the estimations on its own or together with (JR/Q, the parameter for (J did 
not tum out significant, and did not alter the basic results. 

6. Concluding remarks 

Analysis of Swedish multinational enterprises suggests that R&D-generated knowledge 

is transferred from parent companies to foreign affiliates. This finding supports the view 

that MNEs utilize intangible assets, created at home, in foreign plants. Technology 

transfer appears to have alarger impact on newly established affiliates. This may imply 

that affiliates become more self reliant in terms of technology over time. For foreign 

affiliates in process industries, R&D undertaken in the affiliates seems to facilitate 

technology transfer, suggesting that "receiver competence" may be crucial in order to 

make productive use of the parent's technology. Moreover, the findings indicate that 

knowledge is "embodied" in intermediary-good deliveries from the parent, especially in 
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the case of affiliates located in developing countries. 

Since the results on the whole suggest that technology transfer in MNEs does 

take place, it should be relevant to incorporate intra-finn transfer in the study of 

international technology transfer in a broader sense. As this paper has analyzed the 

effects at the finn level, future research in the area would include an assessment of the 

effects of intra-finn technology transfer on host countries. It is plausible that foreign 

affiliates are important links between MNEs and the local host economy, with respect 

to international R&D spillovers, for example. 
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Appendix 

TABLE Al. MEANS OF VARIABLES. POOLED DATA 1965-90 
OVERALL SAMPLE AND DIFFERENT SUB-SAMPLE S 

Sample DTFP 

Overall sample 0.Q41 
(n=JOJ5) (0.13) 

Product industries 0.037 
(n=537) (0.13) 

Process industries 0.054 
(n=478) (0.14) 

Affiliates located in industrial countries 0.043 
(n=828) (0.13) 

Affiliates located in developing countries 0.031 
(n=J87) (0 .1 3) 

"New" affiliates (age 10 years or less in t-J) 0.059 
(n=46J) (0.14) 

"Old" affiliates (age > JO years in t-J) 0.025 
(n=554) (0.12) 

Note: Standard deVIatIOns In parentheses 

TABLE A2. MEANS OF VARIABLES. POOLED DATA 1965-74 
OVERALL SAMPLE AND PROCESS INDUSTRY 

Sample DTFP R/Q RjQ 

Overall sample 0.046 7.67 0.012 
(n=449) (0.13) (18.9) (0.040) 

Process ind. 0.050 6.30 0.0076 
(n=23J) (0.14) (13 .8) (0.036) 

Note: Standard deViatIOns In parentheses. 

R/Q 

14.6 
(123.4) 

21.7 
(168.8) 

6.51 
(15 .5) 

8.61 
(27.7) 

40.9 
(280.6) 

13.3 
(38.8) 

15.6 
(163.3) 

R/QxRjQ 

0.069 
(0.47) 

0.042 
(0.36) 



TABLE A3. MEANS OF VARIABLES. POOLED DATA 1965-90. 
REGRESSION FOR EMBODIED TECHNOLOGY TRANSFER 
OVERALL SAMPLE AND SELECTED SUB-SAMPLES 

Sample DTFP eR/Q e 

Overall sample 0.041 1.24 0.D78 
(n =986) (0 .13) (9.03) 

Industrial countries 0.044 0.73 0.080 
(n=799) (0.13) (3.50) 

Developing countries 0.031 3.41 0.071 
(n=J87) (0 .13) (19.32) 

"New" affiliates 0.060 1.21 0.094 
(n=449) (0.14) (5.03) 

"Old" affiliates 0.026 1.26 0.065 
(n=537) (0 .12) (11.34) 

Note : Standard deviatIOns In parentheses. 
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CHAPTER III 

UTILIZATIONOF R&D RESULTS IN 
HOME AND FOREIGN PLANTS 

1. Introduction 

33 

The generation of new technologies is to a large extent dorninated by multinational 

enterprises (MNEs). For example, 83% of aggregate Swedish industriaI R&D was 

attributed to Swedish MNEs in 1990 (Fors and Svensson, 1994), and the corresponding 

figure for VS multinationals was around 80% in 1982 (Dunning, 1988). Vnlike non­

multinationaI firrns, MNEs can exploit the fruits of their R&D in production plants at 

horne as weIl as abroad. Technological knowledge is to sorne extent a public good 

within the MNE, and can also be utilized in foreign affiliates. 

The debate in several countries has revealed worries that the MNEs' exports of 

technology to foreign affiliates contribute to a de-industrialization or at least an erosion 

of the technological advantages of the horne country. In the case of Sweden it has been 

argued that the R&D content of Swedish production is low, despite a national R&D 

intensity that ranks among the highest in the world (Blomström and Kokko, 1994). The 

R&D content in Swedish exports also appears to be low compared to what could be 

expected from the high R&D intensity (Lundberg, 1988, and Hansson and Lundberg, 

1995). These findings may be an indication that the fruits of R&D efforts in Sweden 

have been utilized in foreign affiliates to a large extent. 

The purpose of this chapter is to analyze where the technology generated by 

R&D perforrned by the Swedish MNEs is used. In the first part of the analysis, we study 

how the output gains from R&D undertaken in Sweden are divided between the MNEs' 

plants at home and abroad. Thereafter, we examine the impact of R&D perforrned in 

foreign affiliates on the plants in Sweden and abroad. 

Earlier studies have not atternpted to measure the distribution of the gains from 

R&D between plants in the home country and plants located abroad, although several 
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authors have discussed these issues at a more generallevei (see e.g., Mansfield and 

Romeo, 1980, Globerman, 1994, and Blomström, 1990). There are numerous 

econometric studies estimating the returns to R&D at the firm level (for a survey see 

Mairesse and Sassenou, 1991), but these have typically not taken into account the impact 

on foreign affiliates, nor the possible effects of R&D undertaken in foreign affiliates on 

the home plants. l Chapter II of this thesis analyzes the extent and the determinants of 

technology transfer from Swedish parent companies to foreign affiliates at a more 

detailed level, but does not examine the distribution of gains attributed to R&D. 

The study is organized as follows: In section 2, earlier studies on R&D by 

multinationals are briefly reviewed. The econometric model is derived in section 3, and 

the data material presented in section 4. Empirical results are provided in section 5, and 

the final section conc1udes. 

2. R&D by multinationals 

According to the transaction cost theory, the rationale for the existence of the 

multinational enterprise lies in the international utilization of intangible assets, such as 

technology, to avoid the market failures associated with such assets. Technological 

knowledge should therefore be transferred throughout the MNE (Caves, 1996). We 

expect that technology generated by R&D activities will be used as an input in the 

multinationals' plants located at home as well as abroad. 

It is general ly argued that the direction oftechnology transfer isfrom the MNEs' 

home country units to their foreign affiliates. Two empiricalobservations support this 

view. First, we know that R&D expenditures are concentrated to the MNEs' home 

country.2 Second, it is noted that home R&D is more basic and long-term in character, 

compared to R&D undertaken in foreign affiliates, which is large1y oriented towards 

IMansfield (1984) is an exception. Lack of data on overseas R&D, on eitherthe firm or industry level, 
provides one plausible explanation. Though many industrial firms do not perform any R&D outside their 
horn e country, still, the major part of aggregate industrial R&D is undertaken by MNEs, of which many 
do perform a substantiaI amount of R&D abroad. 

2 Although, an increased share of R&D is being undertaken in foreign affiliates. Around 18% of the 
Swedish MNEs' R&D was located abroad in 1990, as c,bmpared with 7% in 1965 (Fors and Svensson, 
1994). 
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adaptation (Behrman and Fischer, 1980).3 

Whether there is any impact of R&D performed in the foreign affiliates on the 

home operations is less obvious. To the best of my knowledge, the only study explicitly 

analyzing such effects is Mansfield (1984), which considered a small sample of US 

multinationals (fifteen firms in the chemical and petroleum sector).4 Evidence was found 

for positive effects of both home R&D and R&D performed abroad on plants located 

in the US. In the same study, Mansfield also presents figures for 29 foreign laboratories 

of VS firms, indicating that on average, 40% ofthese laboratories' R&D was related to 

technologies that were transferred to the United States. Furthermore, Behrman and 

Fischer (1980) suggest on the basis of case studies that MNEs that undertake R&D in 

foreign countries will gain easier access to foreign knowledge, which in tum can be 

transferred back to the home plants. 

On the other hand, if R&D in foreign affiliates is predominately directed towards 

adaptation of the MNEs' technology to local conditions and regulations, little effect on 

the home operations is to be expected.5 Håkanson and Nobel (1993), studying Swedish 

MNEs find that adaptation of home technology on average accounts for 32%, and 

adaptation to local regulations and political factors for 34%, of the R&D expenditures 

in the foreign affiliates. Econometric analysis of foreign affiliates in chapter II in this 

thesis suggests that affiliate R&D enhances exploitation of the technology created at 

home. 

Adverse effects on home plants could be possible if the establishment of foreign 

R&D units speeds up the diffusion of a MNE's knowledge assets to competitors. 

Mansfield et al., (1982) found that technology transfer in process industries accelerated 

3Considering averages for a sample of26 Swedish MNEs in 1978 that undertook R&D both at home 
and abroad, we note for home R&D that 10% of R&D expenditures were directed towards "long term 
(basic) research", 48% for "new products and processes", and 42% for "improvement of existing products 
and processes" . The corresponding figures for these firms' foreign R&D were 2%, 44% and 54%, 
respectively. These figures are taken from the database used in the empirical analysis in this paper. 

'The R&D data used by Mansfield was from the mid-1960s, while the corresponding productivity data 
covered the period 1960-76. Accordingly, the two data sets are not strictly confirmable, since R&D 
expenditures should be related to productivity changes in subsequent periods. 

'Such R&D can be regarded as a "transfer cost" relating to international application of the firms' horn e 
technology (Teece 1977). 
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the imitation by foreign firms, while this was not the case in other industries.6 

To sum up, the firms' R&D performed in the home country is expected to be 

used as an input in both the MNEs' home and foreign plants, while it is less obvious 

whether R&D performed in the foreign affiliates will be used as an input in home plants. 

It remains an empirical question to evaluate this effect; however, it is expected that R&D 

in the foreign affiliates will have a positive effect on the affiliates undertaking the R&D 

in question. In the next section a model is set up to test for the se effects, and to allow 

for a quantitative assessment of the distribution of the output gains attributed to the 

R&D undertaken at home between the MNE's home and foreign plants, respectively. 

3. Econometric specification 

It is assumed that the production technologies of firm i' s home and foreign plants can 

both be represented by Cobb-Douglas functions. For notational simplicity, I will begin 

by making no distinction between the two production functions. Hence, in time t the 

output of the i:th firm is given as 

Q _,f.. )..tCBLP(K )YH(K )YF "/I 
it-'f'e it it Hit Fit e , 

(1) 

where Q is output, el> is a constant, A is the rate of disembodied technical change,1 C is 

the stock of physical capita!, L is labor input, KH is the knowledge stock generated by 

R&D activities in the home country, and KF is the corresponding knowledge stock 

generated by R&D in foreign affiliates.8 The e1asticities a, {3, 'Y H and 'Y F relate to the four 

61t has also been suggested that R&D in foreign affiliates may lead to a "hollowing out" of home 
R&D. Norgren (1992) investigated a munber of product areas in Swedish frrms within the engineering 
sector and found that an expansion in affiliate R&D in general implied a subsequent specialization and 
narrowing of technological competence in the firms' Swedish R&D departments. 

7 As a matter of interpretation, it should be noted that this model constitutes an attempt to explain part 
ofthe "Solow residual" by means ofresources spent on R&D. Thus, "measures the R&D-corrected Solow 
residua!. 

'This is the standard modelling approach when considering R&D capital as an input factor (c.f. 
Griliches 1979). The extension here is that overall R&D capital is decomposed into a home and a foreign 
component, or rather that the foreign component is added. 
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factors of production, and e is arandom error term. Subscript H denotes "home" and F 

"foreign." "Home" is the sum of the MNE's operations in the home country, i.e. parent 

company plus units controlled by the MNE located in Sweden. "Foreign" is the 

aggregate of the MNE's plants located in different foreign countries. 

It is hence assumed that KH and KF are available for use as inputs throughout the 

MNE.9 The conventionai inputs C and L, on the other hand, are tied to their location, 

e.g. home's labor is only used as a factor of production in the home plants. Rewriting 

(1) in log form, and taking first differences, we obtain 

(2) 

with lower case letters denoting logs, and where 

which is approximately equal to (Ki/-Kil.JIKi/.J or (tlK)IKi/.J' Since data on knowledge 

stocks, K, are not directly available, and in view of the obstacles associated with the 

construction of reliable knowledge stocks from flow data (Griliches 1979), the 

production function is transformed to enable utilization of data on R&D expenditures. 

The terms containing kH and kF in (2) are rewritten in the following way, 

Y åk = (aQ Ks) åk '" (aQ Ks) (åKs) '" (aQ) (Rs) '" Q (Rs) s=H F s s aK Q s aK Q K aK Q s Q' , 
s s s s 

where R is the R&D expenditures in one year, (RlQ) the corresponding R&D intensity 

that year and Q the rate of return on R&D (subscripts for firm and time are 

left out for notationai simplicity). Hence, it is assumed that the depreciation of K is 

"The Cobb-Douglas specification(l) irnplies that the two kinds ofknowledge stocks are assurned to 
be substitutes with an elasticity of substitution equal to one. If R&D in foreign aftiliates is airned at 
adaptation of horne technologies for local use, as discussed above, a cornplernentary relationship would 
be possible between the two stocks in the foreign plants. However, rnodelling the stocks interactively in 
the foreign production function (3F) below, does not produce any ernpirical results suggesting 
cornplernentarity. We therefore rnaintain the simple Cobb-Douglas framework. 
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negligible, and that R approximates the flow M. The approach follows that of Griliches 

(1980). \O In the empirical implementation, the R&D intensity is measured in t-l as 

suggested by e.g. Scherer (1982), that is, at the beginning of !:", the period [(t-J)-t). 

Moving from a stock, K, to a flow, R, measure of knowledge, we can rewrite (2) to 

(3) 

where ~H and ~F are the rates of return on the R&D performed in the home country and 

in the foreign affiliates, respectively, and 'T/it is the new random error term. Estimation 

of (3) by ordinary least squares (OLS) is undertaken separately for the home and foreign 

plants, according to equations (3H) and (3F) below. 11 Hence, for MNE i's home plants, 

and for MNE i 's foreign plants, 

In the case of the home and foreign plants' "own" R&D, ~HH and ~FF are the rates of 

return on R&D, net of costs, since the costs of capital and labor used in the R&D are 

already accounted for in the production function (Griliches, 1980).12 For ~FH and ~HF the 

interpretation is net of costs as well, since the explicit cost of the R&D is external to H 

and F, respectively. A description of the variables is provided in Table 1. 

IOFor a survey of finn-leve l studies using this method, see Mairesse and Sassenou (1991). 

IIIn addition to the OLS-analysis,"Seemingly Unrelated Regressions"analysis is also undertaken, since 
the residuals of the two equations (3H) and (3F) for company i, may be dependent on each other. 

12It was not possible in the present data set to separate out the share of capital and labor input that was 
attributed to R&D. The resulting "double-counting" of the inputs related to R&D, however, does not pose 
a problem if the rate of return is interpreted as "excess rate of return" (Schankennan, 1981). According 
to Verspagen (1995) the difference between estimation results based on corrected and uncorrected data, 
with respect to the double-counting, is limited. 
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TABLE 1. DESCRIPTION OF VARIABLES 

Variable 

Industry 
dummies 

Period 
dummies 

Description 

Average annual growth rate in output (log fonn) for home plants. Output is measured 
as value-added (value-added=wages+operatingincome before depreciation and financial 
items). Value-added is expressed in 1990 SEK by use of Swedish producer price 
indices for the different industries as below. 

A verage annual growth rate in output for foreign plants (defined as above) 

Average annual growth rate in physical capital (log fonn) for borne plants. Physical 
capital is measured as book value of equipment, machinery and property. Physical 
capital is expressed in 1990 SEK by use of Swedish capital price indices for the 
different industries as below. 

A verage annual growth rate in physical capital for foreign plants (defined as above). 

Average annual growth rate in labor input (log fonn) in home plants. Labor input is 
measured as average number of employees during the year in question. 

Average annual growth rate in labor input in foreign plants (defined as above). 

Home R&D divided by home value-added in the beginning of A. Based on nominal 
SEK. 

Foreign affiliate R&D divided by home value-added in the beginning of A. Based on 
nominal SEK. 

Home R&D divided by foreign affiliate value-added in the beginning of A. Based on 
nominal SEK. 

Foreign affiliate R&D divided by foreign affiliate value-added in the beginning of A. 
Based on nominal SEK. 

Food,beverages & tobacco 
Textiles, clothing & leather 
Pulp & paper 
Paper products & printing 
Chemicals 
Iron & steel 
Metal products (reference industry in regressions) 
Non-electrical machinery 
Electrical machinery 
Transport equipment 

1965-70 
1970-74 
1974-78 
1986-90 (reference period in regressions) 

Sources: All data from the lUl database on Swedish MNEs, except for producer pnce and capltal pnce 
indices, whicb are taken from Statistics Sweden (1991). 
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4. Data 

The data set used in the estimations has been collected for 1965, 1970, 1974, 1978, 1986 

and 1990 by The Industrial Institute for Economic and Social Research (JUl), Sweden. 

The survey is directed to all Swedish MNEs in the manufacturing sector that have more 

than 50 employees and at least one majority-owned production affiliate abroad. The 

response frequency has exceeded 90 percent over the years. 

In this study, data on 121 Swedish MNEs were pool ed over four separate time 

periods: 1965-70, 1970-74, 1974-78 and 1986-90. The fact that the periods are not of 

equallength is adjusted for by defining the ~-variables as the average annual growth rate 

over the period in question. Of the 121 separate finns considered, Il occurred all four 

time periods in the sample, 22 firms in three periods, 25 in two periods, and 63 in one 

period. This yielded an overall pooled cross-section time-series sample of 223 

observations. l3 Out of the sample of223 observations, 75 recorded R&D both in Sweden 

and abroad, 107 only in Sweden, 3 only abroad, and the remaining 38 no R&D at all. 14 

The partial panel characteristic of the data set is not taken into account in the 

present analysis for several reasons. First, more than half of the firms are only observed 

during one period, while as few as I l finns are observed all four periods. A priori it can 

therefore be expected that a panel approach would not contribute significantly to the 

analysis. Second, looking at the estimation results reported be1ow, we find that the 

residuals for finns observed in more than one period do not exhibit a systematic 

pattern.1S The most intuitive reason for this finding is that the use of four/five-year 

period averages in the dependent variable reduces the probability that firms' residuals 

are correlated over time. The autocorrelation problem wouid, of course, be more 

13The observations were distributed aero ss time periods as follows: 1965-70 (23%), 1970-74 (26%), 
1974-78 (29%) and 1986-90 (22%). 

14The industry distribution of the 223 observations was as follows; Food,beverages & tobaeeo (4%), 
Textiles, c10thing & leather (8%), Pulp & paper (I 0%), Paper produets & printing (4%), Chemieals (19%), 
Iron & steel (7%), Meta1 produets (12%), Non-eleetrieal maehinery (13%), Eleetrieal maehinery (6%), 
Transport equipment (7%), other industries (5%) and mixed industry c\assifieation (4%). 

l'For example, out of the 33 firms observed for either three or four periods, only four firms had 
residuals of the same sign in all periods.This ho1ds both for the estimation of the firms' home and foreign 
produetion funetion, i.e . equations (3H) and (3F). 
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prominent in the context of yearly data. 

We assume that the R&D intensity at the beginning of a period has an effect on 

the annual average growth rate of output over a four/five-year period. For example, the 

R&D intensity in 1965 is related to growth in output over the period 1965-70. According 

to the notation above, the R&D intensity in t-l is related to growth in output over the 

period .:l (i.e. t-l to t). This lag structure is consistent with earlier econometric studies 

on industrial R&D. Branch (1974) found that the effect of R&D on productivity peaked 

after two years, which falls roughly in the middle of the period-length used in the 

present paper. Ravenscraft and Scherer (1982) suggest four to six years when analyzing 

R&D and profits. 

The variables .:lq and .:le are based on constant, 1990 SEK, for both Swedish and 

foreign plants, by use of Swedish producer price indices and capital price indices, 

respectively, for each of the ten different manufacturing industries included (taken from 

Statistics Sweden, 1991). R&D intensities (RlQ:s) are based on nominal SEK for both 

Swedish and foreign plants. For descriptive statistics, see Table Al in the Appendix. 

5. Ernpirical results 

Table 2 reports the results from OLS analysis of the home plants. The estimated rate of 

return of the MNEs' horne R&D in their home plants equals 0.13, and is significantly 

different from zero at the 5% leve! using a two tailed t-test. Analysis of the smaller sub­

sample of MNEs undertaking R&D abroad yields a rate of return ranging between 0.11 

and 0.13, depending on the specification. Estimation of equations (3H) and (3F) as 

"seemingly unrelated regressions" (SUR) produces similar results. 

This rate of return of R&D is in line with other studies using the same 

production function framework, analyzing the effect offirms' home R&D on their home 

plants. The survey by Mairesse and Sassenou (1991) reports, for example, rates of 

returns in the range of 0.07-0.27 for US chemical finns, and 0.11-0.22 for Japanese 

manufacturing firms. Verspagen (1995) reports a rate ofreturn estimate of 0.13 from a 

cross-country regression, and the study by Mansfield (1984) mentioned earlier finds the 

rate of return to be around 0.19 for US muJtinationals. 

Analyses of separate samples over time indicate that the rate of return on the 
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MNEs' home R&D in their home plants has increased, from aroWld 0.11 in 1965-74 to 

0.16 in 1974-90. 16 An additional result is that the impact of R&D appears to be stronger 

in engineering industries, where the rate of return equals 0.34 (using 1965-90 data), 

compared with other industries in manufacturing. 17 

TABLE 2. OLS-REGRESSION RESULTS. HOME PLANTS (EQUATION 3H) 
DEPENDENT VARIABLE: ANNUAL GROWTH RATE IN OUTPUT 

Explanatary variables Overall sample MNEs with 
averseas R&D 

(n =223) (n=78) 

INTERCEPT (a) 0.0089 -0.0031 
(0.015) (0.018) 

0.10*** -0.11 
(0.033) (0.066) 

0.70*** 0.90*** 
(0.070) (0.11) 

0.13** 0.11* (b) 
(0.063) (0.064) 

-0.027 0.12 
(0.22) (0.21) 

0.54 0.66 

F-value 16.0 9.8 

Nates: ... , .. and· mdlcate slgmficanceat the l, 5, and IO%-JeveJ, respectlveJy, usmg a two tatledt-test. 
Standard errors in parentheses. 
(a): The interceptrefers to the Metal products industry in 1986-90. Additive dummy variables are included 
for the other nine industries and three time periods, but the results are not reported here (see Table I for 
the different industries included). 
(b) Estimation without RIQH included, yields a parameter for RJI'QH of 0.13, significant at the 5% leve!. 

J6Analysis of each of the four time periods separately produced no significant results. "1965-74" 
consists of the observations obtained when pooling 1965-70 and 1970-74 data, while "1974-90" consists 
of the observations from 1974-78 and 1986-90. 

J7The Engineering industry includes: metal products, non-electrical machinery, and electrical 
machinery. 
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In order to assess the distribution of the output gains attributed to the frrrns' 

horne R&D between horne and foreign plants, we also have to examine the irnpact of 

horne R&D in foreign plants. This has been investigated in greater detail at the affiliate 

level in chapter II of this thesis, but the objective in the present study is to analyze the 

effect of horne R&D on the MNEs' overall foreign operations, and cornpare this effect 

with the irnpact of horne R&D on horne operations. 

As seen from Table 3, the rate of return on horne R&D in the MNEs' foreign 

plants equals 0.0056, and is significant at the 10% level. 18 The results from SUR 

estirnations are similar. We interpret a positive parameter as a sign that R&D-generated 

knowledge is transferred from horne to foreign plants. 

This estimated rate of return is, however, not directly cornparable with the above 

figures regarding horne R&D in horne plants, or other studies. The reason is that R&D 

undertaken in one unit (home plants) is modelled in another unit's (foreign plants) 

production function. To overeorne this problem, I ca1culate the numerical effect ofhorne 

R&D in foreign plants by rnultiplying the estimated parameter with the rnean of the 

corresponding variable: 

This cornputation indicates that around 0.4 percentage points of the annual growth rate 

in output in foreign plants can be attributed to the MNEs' horne R&D. This can be 

cornpared to an irnpact of 0.80 percentage points by the firms' horne R&D in horne 

plants. 

18Estimation of equation (3F) without R,IQF included yields a parameter for RlI'QF of 0.0064, which 
is significant at the 5% level (see Table A2 in Appendix for the complete statistical results). Hence, a 
higher significance is obtained when the other R&D variable is removed. This may imply problems of 
multicollinearity; however, as the parameter estimates between the versions of (3F) are rather stable, this 
should not be a major problem. Moreover, the two R&D variables are only weakly correlated (Pearson 
correlation coefficient equals 0.18). 
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TABLE 3. OLS-REGRESSION RESULTS. FOREIGN PLANTS (EQUATION 3F) 
DEPENDENT VARIABLE: ANNUAL GROWTH RA TE IN OUTPUT 

Explanatory variables Overall sample MNEs with 
overseas R&D 

(n =223) (n=78) 

INTERCEPT (a) o.oon -0.0032 
(0.022) (0.028) 

0.062 0.11 
(0.042) (0.095) 

0.80*** o.n"· 
(0.050) (0.086) 

0.0056* (b) 0.0026 
(0.0029) (0.0029) 

0.1 3' 0.21'" 
(0.077) (0.076) 

Adj. R2 0.73 0.74 

F-value 35 .6 13.6 

Nates: n. and. mdlcate slgmficance at the I and 10 % leve!, respectlvely, usmg a two taIled t-test. 
Standard errors in parentheses. 
(a): The interceptrefers to the Metal products industry in 1986-90. Additive dummy variables are included 
for the other nine industries and three time periods, but the results are not reported here (see Table l for 
the different industries included). 
(b): Estimation without R/QF included, yields a parameter for Ru'QF of 0.0064, significant at the 5% 
level (see Table A2 in Appendix for the complete statistical results). 

Distribution of gains between home and foreign plants 

Having assessed the separate effects of the finns' horne R&D in the plants at 

horne and abroad, we are able to calculate the distribution of the gain in value-added 

attributed to horne R&D between horne and foreign plants. From the above figures 

relating to rates of return and growth in output, it appears that gains are to be found both 

at horne and abroad. 
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The volume gains for the home and foreign plants, respectively, are calculated 

as follows: the percentage point contribution of home R&D to average annual growth 

in output (over the period t-l to t), multiplied by the average "initial value" of output 

in t-l. 19 Hence, the gain for the home plants is computed according to: 

and the gain for the foreign plants according to: 

These nurnerical computations are performed around estimated parameters and 

corresponding sample means, as in the previous sub-section. The gains in the home and 

foreign plants are then added to a total figure, and the home and foreign shares are 

sirnply calculated as the share of that total. Computations according to the above 

formulas indicate that 81 % of the total gain in value-added, attributed to the MNEs' 

horne R&D, was realized in home plants, while the rernaining 19% was realized in the 

firms' foreign plants. 

Taking into account that the foreign plants in the sample on average accounted 

for 32% of the total output of the MNEs, there is no support for the assertion that a 

disproportionate share of the gain from the R&D undertaken in Sweden is exploited in 

foreign plants. Vet, it is apparent that there are substantiai flows of technology to the 

foreign plants from the Swedish parent companies. 

When separate regressions are run for the two time periods 1965-74 and 1974-90, 

the share of the gain realized in foreign plants increases, from 16% in the earlier period, 

to 43% in the later period. This is partlya reflection of the increased relative size of the 

foreign operations over time. However, even after correcting for the relative size, the 

gains during 1974-90 were to a disproportionately high degree realized in foreign plants. 

19The output in f-l is expressed in 1990 SEK and the R&D intensity is based on nominal SEK. 
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Thus, R&D undertaken in the horne operations of Swedish MNEs appears to becorne 

increasingly geared towards utilization in the MNEs' foreign plants.20 

R&D in foreign affiliates 

Table 2 reports a non-significant rate of return on the firrns' foreign R&D in 

their horne plants. This applies to both the overall sample and the sub-sample of MNEs 

undertaking R&D abroad. Estirnations with SUR instead of OLS did not alter the basic 

results. Separate regressions of different time periods and industries do not produce any 

significant results either. Thus, the findings for Swedish MNEs do not verify Mansfie1d's 

(1984) conc1usion that technologies developed in foreign affiliates are systematically 

transferred to the horne plants.21 

The estimated rate of return on the foreign affiliates' own R&D equals 0.13, and 

is significant at the 10% level (Table 3), which is the same rate of return that was 

obtained in the estirnation ofhorne R&D in horne plants. This is a cornforting result: on 

theoretical grounds we should expect the MNE to locate its R&D activities such that it 

yields the same rate of return in the horne and foreign plants. 

Since no signs oftechnology transfer from foreign affiliates to home plants could 

be found, the question arises whether there are any effects of foreign activities in general 

on the horne plants of the Swedish MNEs. To investigate this in a very simple way, the 

degree of internationalization of a MNE (proxied by the share of a firrn's totaliabor 

force ernployed abroad) was inc1uded additively in the production function [equation 

(3H)] as a cornponent of the disembodied technological change (AH). The results from 

this regression show that the level of internationalization in the beginning of a four to 

five year period was not significantly associated with the average annual growth of 

20Some caution should be exercised in the interpretation, since the overall sample analyzed earlier is 
here split in two. This implies that partly different populations of firms are inc1uded in the two sub­
samples. 

21Mansfield (J 984) employed a sim ilar model, but used a prior measurement of growth in total factor 
productivity (DTFP) from a source other than his R&D data as dependent variable. The model estimated 
in the present paper has growth in output as the dependent variable. Since the rate of return interpretation 
with respect to R&D is identical when using growth in output or DTFP, equation (3H) can be rewritten 
and estimated with DTFP as dependent variable. However, doing so did not change the results. 
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output in the home plants over that period. A more elaborate analysis is, of course, 

necessary in order to draw any conclusions on the impact of intemationalization on home 

plants. 

6. Concluding remarks 

The estimated rate ofreturn on Swedish multinationals' home R&D in their home plants 

is positive, and in line with estimates obtained from other countries. The rate of return 

also appears to have increased over time. In addition to being utilized in home plants, 

the empirical results suggest that R&D-generated knowledge is transferred to foreign 

plants. 

Nurnerical calculations suggest that around four-fifths of the total gain in value­

added attributed to the fums' home R&D is realized in the horne plants while the 

remaining fifth benefitted the MNEs' foreign plants. Taking into account that the foreign 

plants in the sample on average accounted for less than a third of the total output of the 

MNEs, there is no support for the assertion that a disproportionate share of the gain 

from the R&D undertaken in Sweden are exploited in foreign plants, at least when 

considering the 1965-90 sample. Yet, it is apparent that there are substantial flows of 

technology to the foreign plants from the Swedish parent companies. 

Analyses of separate periods give some indication that the foreign plants' share 

of the gain has increased over time. This may imply that R&D undertaken in Sweden 

is becoming more oriented towards utilization in foreign plants. However, in order to 

sustain large-scale R&D units at home, it is crucial for the MNEs to utilize R&D­

generated knowledge world-wide in their operations. 

No significant evidence could be found for technology transfer taking place from 

the firrns' foreign plants to their home plants. In view of the orientation of R&D in 

foreign affiliates towards more adaptive work, this finding comes as no surprise. Even 

if some degree of technology transfer probably does take place in this direction, the 

positive effects are either too small to measure, or offset by negative effects, such as 

increased leakage of home technology. Perhaps we are also looking at foreign plants at 

different stages in the value-added chain. Foreign affiliates could be downstream which 

might imply that their R&D is not applicable to the parent company's production. 
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Areas for future research along the lines of the present paper inc1ude an 

assessment of the impact ofMNEs' foreign activity on their home operations, taking into 

account variables other than R&D. In this respect it would also be valuable to analyze 

the impact on the home country outside the boundaries of the MNE. In addition, it 

would be interesting to follow up the present analysis with newer data to examine 

whether the utilization of Swedish R&D in foreign affiliates is increasing over time. 
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Appendix 

TABLE Al. MEAN VALUES OF VARIABLES 
HOME AND FOREIGN PLANTS 

Overall sample 
Variable (n =223) 

/).qH 0.021 
(0.096) 

/).cH 0.030 
(0.16) 

/).IH -0.0040 
(0.077) 

RJI'QH 0.064 
(0.091) 

RIQH 0.019 
(0.025) 

/).qF 0.14 
(0.19) 

/).cF 0.11 
(0.22) 

/).IF 0.090 
(0.19) 

RJI'QF 0.72 
(2.43) 

RIQF 0.025 
(0.091) 

Nate: Standard deviatIOns m parentheses. 
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MNEs with overseas R&D 
(n=78) 

0.016 
(0.087) 

0.034 
(0.10) 

-0.00018 
(0.065) 

0.12 
(0.12) 

0.030 
(0.036) 

0.13 
(0.16) 

0.094 
(0.15) 

0.092 
(0.17) 

0.84 
(3.61) 

0.072 
(0.14) 
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TABLE A2. OLS-REGRESSION RESULTS. FOREIGN PLANTS (EQ. 3F) 
DEPENDENT VARIABLE: ANNUAL GROWTH RATE IN OUTPUT 

Explanatory variables Overall sample 
(n =223) 

INTERCEPT (a) 0.0092 
(0.022) 

aCF 0.057 
(0.042) 

alF 0.81 *** 
(0.050) 

RII'QF 0.0064** 
(0.0029) 

Adj. R2 0.73 

F-value 37.4 

Nates: ***, ** and * mdlcate slgmficance at the l, 5, and 10 % level, respectlvely usmg a two 
tailed t-test. Standard errors in parentheses. 
(a): The intercept refers to the Metal products industry in 1986-90. Additive dummy variables 
are included for the other nine industries and three time periods, but the results are not reported 
here (see Table I for the different industries included). 



CHAPTER IV 

THE SIMULTANEOUS RELATIONSHIP BETWEEN 
R&D AND FOREIGN SALES 

1. Introduction 
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In small open economies where firms are dependent on foreign markets for their 

survival, multinational enterprises (MNEs) often playa pronounced role. In Sweden, for 

example, MNEs accounted for over 40% of industriai output, around half of overall 

manufacturing exports and more than 80% of the country's industri al R&D in 1990. 

The vast majority of the Swedish multinationals' R&D is undertaken at home, 

while most of their sales are in foreign markets.! This suggests that technologies 

developed at home to a large extent are exploited abroad. On the other hand, it has been 

proposed that the expansion in foreign sales by MNEs has enabled the firms to grow 

large and spend more resources on R&D, and that this has had a positive impact on 

Sweden' s technological base (Håkansson, 1980, and Swedenborg, 1982). Similar 

arguments have also been raised in the Canadian context by Globerman (1994) and 

McFetridge (1994). The activities ofMNEs may, therefore, be potentially important both 

for the technological development and international competitiveness of smallopen 

economies. 

In the theoreticalliterature on MNEs, a two-way reinforcing relationship between 

R&D and foreign sales has been suggested by e.g. Caves (1996). Firms with higher 

R&D outlays, should, ceteris paribus, have a technological advantage relative to other 

firms and, therefore, be more successful in foreign markets. At the same time, an 

expansion of sales should, in tum, facilitate further R&D investrnents, since the created 

knowledge can be utilized to a higher degree. 

The only previous empirical study testing the two-way relationship between R&D 

'By foreign sales is here understood as the surn of parent company exports and net sales by foreign 
affiliates. Intra-firm exports from a parent company to its foreign affiliates are excluded. 
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and foreign sales is Hirschey (1981), who used data on MNEs from the United States. 

He found evidence of a positive impact of foreign sales on R&D, but not the other way 

around. However, the US is a country with a large domestic market, and we are 

interested in testing whether Hirschey's results are applicable to small countries, such 

as Sweden. 

In the present study, the simultaneous relationship between R&D and foreign 

sales in Swedish MNEs is considered. The analysis is based on detailed firm-level data 

covering practically all Swedish manufacturing MNEs in 1986 and 1990. Our empirical 

results suggest a positive and significant effect in both directions. 

The chapter is organized as follows: Theoretical aspects and previous empirical 

literature regarding R&D and foreign operations are discussed in section 2. The data and 

econometric specification are described in section 3, and the exogenous variables are 

introduced in section 4. The empirical results are presented in section 5, and the final 

section conc1udes. 

2. Theoretical background and earlier studies 

Possession of firm-specific advantages is generally argued to be required before a firm 

is able to penetrate foreign markets (e.g. Hymer, 1960 and Caves, 1971). Such 

advantages are considered necessary to offset the costs of setting up and operating 

affiliates across geographical, cultural, or legal boundaries. Firm-specific advantages 

increase the market concentration and can be derived from factors that create barriers to 

entry for new competitors, e.g. superior technology, human capital, or product 

differentiation (Lall, 1980). 

In particular, firms develop new, and improve existing, products and processes 

by spending resources on R&D. Successful firms may obtain a technologically based 

competitive edge relative to competitors, in tum leading to a possible increase in foreign 

market shares. Several empirical studies have supported such a one-way causal 

relationship, for example Swedenborg (1982) using Swedish data, Lall (1980) and Kravis 

and Lipsey (1992) analyzing U.S. data, Greenhalgh (1991) studying U.K. industry data, 

and Hirsch and Bijaoui (1985) considering an Israeli data set. 

Turning to the determinants of R&D expenditures, market structure and factors 
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that create internaI or externaI funds, e.g. profitability, solidity, or cash flow, should be 

of importance (Caves, 1996). When a firm expands sales, at home or abroad, the R&D­

created knowledge can be utilized more extensively, leading to an increased rate of 

return on each dollar spent on R&D.2 More internaI funds will also be available to 

finance further R&D projects if the firm earns profits from its foreign operations (Pugel, 

1985, and Himmelberg and Petersen, 1994).3 

A number of studies maintain that there is a positive relationship between R&D 

activities and firm size, measured as total sales (for a survey, see Cohen and Levin, 

1989). These studies argue that large firm size facilitates R&D investment on similar 

grounds as noted above: higher returns on each R&D dollar spent when the firm has a 

large volume of sales over which to spread fixed R&D costs (Pakes and Schankerman, 

1984). For MNEs in small countries, there is less scope to finance R&D investrnents by 

sales in the home market alone. Foreign markets will, thus, be essentiai for expansion 

as well as for the financing of R&D activities. If a firm has a large country as its home­

base, for instance the United States or Japan, the arguments are weaker. 

The study by Hirschey (1981), mentioned above, tested the causal relationship 

between R&D and foreign sales in a simultaneous model using data on US 

multinationals. He found no support for a simultaneous relationship between R&D and 

foreign sales, but only that foreign sales had a positive impact on R&D expenditures.4 

Foreign markets are either served through exports from the parent company or 

by production in foreign affiliates. We do not know of any studies directly evaluating 

what roIe R&D plays in the choice between exports and foreign production. According 

to the product cycle theory (Vernon, 1966), the choice depends on the historical phase 

of the product. Vernon argues that R&D aimed at deveIoping new products and 

2Mansfield, et al. (1979) reports that MNEs based in the United States expect to eam over 30% of the 
returns on R&D through utilization of the technology in foreign markets. This percentage is like ly to be 
even higher for firms based in a small open economy. 

'it has been argued that large frrms have greater possibilities to raise externai funds for R&D. This 
capacity should, however, be related to the solidity and profitability of the firm and not to size per se. 

'In a related study (Hughes, 1985), using U.K. industry level data, the simultane ity between R&D and 
exports was taken into account. The results suggest that R&D has a positive effect on exports. The reverse 
impact how exports affect R&D activities; however, was not tested. 
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processes should primarily result in exports from the home country, while R&D aimed 

at improving existing products and proc esse s should tend to favor foreign production. 

3. Data and econometric method 

The data on Swedish MNEs used in the empirical analysis has been collected by the 

IndustriaI Institute for Economic and Social Research (lUI) in Stockholm. Practically all 

Swedish-owned firms in manufacturing with more than 50 employees and with at least 

one majority-owned producing affiliate abroad are inc1uded in the data set.5 Data for 

1986 and 1990 are pooled in the analysis, yie1ding a sample of 202 observations, of 

which 88 are taken from the 1986 survey and 114 from the 1990 survey. A total of 147 

different MNEs are analyzed, of which 55 are inc1uded twice, and 92 once, in the 

sample. 

When relating R&D to foreign operations, previous studies have used several 

different measures. For example, intensities have been compared with absolute leve1s and 

foreign operations have often been represented by exports. In the present study, the two 

main variables are defined as follows: 

RDITS: R&D intensity, which equals the firm's total R&D expenditures, RD, 

divided by total sales, TS. This is the standard measure of technological intensity (see 

e.g. Scherer, 1980). 

FSITS: Share of total sales in foreign markets. Foreign sales, FS, is here defined 

as parent company exports plus net sales by foreign affiliates (intra-firm exports from 

a parent company to its foreign affiliates are excJuded in FS). We argue that FS is a 

better measure of the firm's international activities than either exports or affiliate sales 

taken separately. FS is divided by TS, to obtain the foreign sales intensity. 

The use of intensities controls for historical factors of the MNEs as weil as for 

firm size, and is also a way to reduce heteroscedasticity in the regression analysis. A 

positive relationship is expected between firm i' s R&D intensity, RDjTS;n and its degree 

Sit could be argued that the sample should also contain firms without production facilities abroad, but 
comparable data for non-multinationals were not available. However, many small firms with a single 
facility abroad, and that have had production abroad for only a few years, are also inc1uded in our sample. 
These small MNEs represent a group of firms with limited foreign operations. 
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of intemationalization, FS/TSil, at time t.6 The model characterizing the relationship 

between these two variables is specified as follows: 

FS jt 

~o 
RDjt * 

Z;~ + ~l TS. 
+ + Ejt , 

TSil II 
(1) 

RDit * 
+ 

FSit 
+ ZiY + 

TS jl 
Yo Yl TS jt 

!-tjI , (2a) 

! m; 
RD. * if II > o 1--

RDit TS jl TS jt 

TS jt 
RD. * 

o if .1 ~ o 1--
TSit 

(2b) 

The residuals are assumed to have the desired properties: 8-N(O,o}) and 

Il-N(O,cr~,2),E(8it8jt)=O and E(llitlljt)=O for i-~'i7 However, E(lli,!>i)*O, since a simultaneous 

relationship is expected between RDITS and FSITS. The hypothesis of no simultaneity 

was tested, and rejected, using aHausman (1978) test. 

The method used to estimate the interactions between RDITS and FSITS is a 

variant of 2SLS with limited endogenous variables, outlined in Nelson and Olson (1978). 

OLS can be used to estimate the reduced and structural fonn of equation (1). The other 

endogenous variable, RDITS, is, however, characterized by some concentration ofzeroes 

(about 18%), Le. the finns with no R&D expenditures. When estimating equation (2) in 

·Since today' s R&D will not yield profits or enhance competitiveness until future time periods, it 
could be argued that a time lag should be used in the R&D variable. Time lags in the regression variables 
are, however, always a problem in cross-section analysis. The use of time lags would also have reduced 
the sample considerably (from 202 to 55 observations). Furthermore, R&D intensities are rather stable in 
the short or medium term. For example, the Pearson correlation coefficient between firms' R&D intensities 
in 1986 and 1990, for the 55 MNEs included in both years, was estimated to 0.83. 

'It should be noted that E(lli,llit);<O and E(E"EiI);<O for #1. A firm with a high R&D intensity in time 
s, is also expected to have a high R&D intensity in time I. Although not taken into account in the 
estimation procedure, the parameter estimates will not be inconsistent. Most firms are only observed once 
in the sample, implying that this possible autocorrelation should not be a serious problem. 



58 

the first and second stage of 2SLS, the Tobit method is therefore employed. 8 

The latent variable, (RDITS)', can be interpreted as an index of R&D intensity, 

of which FSITS is a function. The Z' s are vectors including firm and industry-specific 

attributes, while the p's and y's denote parameters or vectors of parameters showing the 

impact of the explanatory variables on the dependent variable. The simultaneous Tobit 

method yields consistent parameter estimates, but the asymptotic standard errors of the 

parameter estimates are underestimated. In order to correct for this, the asymptotic 

variance-covariance-matrix is derived and the standard errors recalculated according to 

Amemiya (1979). 

The parameters in equation (1) are marginal effects. The estimate of Yl in the 

Tobit equation cannot be interpreted as a marginal effect on the actual dependent 

variable RDITS, however.9 Rather, it is a combination of the marginal effect on the R&D 

intensity and the effect on the probability that the firm will undertake any R&D at all 

(McDonald and Moffitt, 1980).10 The parameters PI and Yl show the direct effect of one 

intensity on another. The marginal effect of R&D on foreign sales, and vice versa, can 

be obtained by the following formulas (derived in appendix A); 

aFS Pl , where A Po + ZiP . (3) 
aRD 1 - A 

a'RD 
C + Y l ' where C Yo + Z2Y' 

(4) 
a'FS 

The a' in equation (4) denotes the marginal and probability effect of FS on RD. 

'There may be a separate process determining whether a firm undertakes any R&D from how much 
R&D the firm does, given that it has a R&D facility. In such case, a Heckrnan (1976) two-step procedure 
would be appropriate for equation (2). To our knowledge, no simultaneous Heckrnan procedure is 
available. 

9YI is a marginal effect of FSITS on the latent variable (RDITS)' . 

IOThe marginal effect of FSITS on RDITS, 8(RDITS)/8(FSITS), simply equals F(z)yl' where F(z) is the 
cumulative normal distribution and z=X'y/crw X is a vector of explanatory variables and y is the vector 
of estimated Tobit parameters. The z is calculated around the means of X. 
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4. Exogenous variables 

In the following, we present the exogenous variables in the model, their definitions and 

expected impact on the two dependent variables. The explanatory variables included in 

equation (l), except for high initial capital costs and the size of the home market, are 

related to firm-specific advantages. These factors have been investigated in earlier 

empirical studies (e.g. Lall, 1980 and Swedenborg, 1979 and 1982). The explanatory 

variables in equation (2) are re1ated to market structure and the possibilities to raise 

funds for R&D. Table l summarizes the explanatory variables included in each 

equation. Il The signs (+ or -) show the expected effect on the dependent variable. 

H/C: High initial capital costs at the plant level (HIC) is defined as the average 

plant size, measured as the average book value of equipment, too Is, and real estate of 

a MNE' s foreign affiliates. 12 We assume that plant level capital costs are partly industry­

specific and therefore exogenous in the model. Since HIC makes it costly for new firms 

to enter the market, we expect it to be positively associated with FS/TS. However, we 

do not expect that HIC is related to RD/TS. 13 

LS: Labor skills. MNEs endowed with human capital in terms of a skilled labor 

force should have an advantage relative to other firms . LS is measured as the average 

wage in the Swedish operations of the MNEs, and is expected to have a positive 

influence on FS/TS. 14 Even if the wage leve1 to some extent is a choice variable for the 

firm, we treat LS as exogenous in the model, because the wage setting on the Swedish 

labor market is largely determined by industry-Ievel bargaining. The wage dispersion 

across firms in a certain job category should therefore be limited. Thus, LS rather 

11 See Table 10 in Appendix B for definitions, means and standard deviations of variables. 

12This definition is made under the assumption that each affiliate operates at the optimalievei of scale. 
No data is available for the plant size of the MNEs' domestic plants. 

13We do not know of any empirical evidence of a relationship between the variables HJC and RD/TS. 
Firrns operating e.g. in basic industries often have high initial capital requirements, but low R&D intensity. 
On the other hand, certain firrns in chemicals may be characterized by high R&D intensity and small 
plants. 

"We use the Swedish average wage, since the average wage for the whole MNE is largely influenced 
by the income levels in the different host countries where the firrns operates. Hence, we compare the wage 
levels of firrns in the same country. 
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reflects the composition of the labor force, which is partly industry speCific. 

HOME: Size of the home country market. Empiricalobservations on Swedish 

and other small-country MNEs indicate that they are more international than MNEs 

originating from larger countries. HOME is inc1uded in equation (l), and we expect that 

a small home market forces firms to locate a large share of their sales in foreign 

markets. Hence a negative effect is expected on FS/TS. The variable HOME is measured 

as total industry sales in million SEK on the Swedish market for the product groups of 

the MNE. 

CONC: World market concentration. Firms operating in concentrated industries 

are more inclined to compete using strategies other than price, including R&D, 

advertising, and product differentiation. eONe is measured as the sum of the world 

market shares of the four largest firms in the industry where the MNE's largest division 

operates.1S A positive effect of eONe on R&D intensity is expected. eONe is not 

inc1uded in equation (l) since it is regarded more as an outcome of firm-specific 

advantages rather than a cause of such advantages. The world market concentration is 

taken to be exogenous in the empirical mode!. 16 

PROFIT: gross profit margin, defined as operating income before depreCiation 

and financial items divided by total sales. A higher profit implies agreater ability to 

raise internaI funds to finance R&D projects. We expect PROFIT to exert a positive 

impact on firms' R&D intensity. Again, it can be discussed whether this variable is 

exogenous in the mode!. We argue that this is reasonable, considering that a firm's profit 

level for a certain year will to a large extent be influenced by business cyc1es and 

stochastic shocks.17 The reason to inc1ude PROFIT is mainly for the fund raising 

capacity in one point in time, and not the MNEs long term profitability or survival, for 

exarnple. 

IlThe "world market" defined by the MNEs corresponds to the 5-digit, or more detailed, ISIC 
industriai classification. 

16 Although the market concentration may be endogenously deterrnined in the long run, it is here 
regarded as predeterrnined. The world market concentration for a given industry is rather stable, and only 
to a limited degree affected by the actions of individual firrns. 

17 Analysis of individual Swedish firrns' profitability over time produces a very irregular pattem. 



TABLE 1. EXPLANATORY VARIABLES INCLUDED IN EACH EQUATION 
AND EXPECTED IMP ACT ON THE DEPENDENT VARIABLES 

Dependent variable 

Explanatory Description FSITS RD/TS 

variables Equation (l) Equation (2) 

RD/TS Total R&D I Total sales + 

FSITS Foreign sales I Total sales + 

HJe High initial capital costs + 

LS Labor skill + 

HOME Size of home market 
eONe World market concentration + 
PROFIT Profit margin + 

Nate: DehmtlOns and means for the vanables are avallable In Table lO, Appendix B. 
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With regard to absolute finn size, we argue that size per se should not confer a 

distinct firm-specific advantage, but is rather a consequence of, e.g., scale economies. 

As mentioned above, some previous studies have claimed that there is a positive 

relationship between size and R&D intensity. In analyzing the simultaneous relationship 

between R&D and foreign sales, Hirschey (1982) included finn size in the R&D 

equation, but found no significant effect. Moreover, Cohen et al., (1987) concluded that 

overall finn size is not significantly related to R&D intensity. We have therefore not 

included size in our basic model. However, a variant is estimated, including finn size, 

measured as total number of employees (EMP) .18 

In the empirical analysis we use dummy variables to controi for fixed industry 

and time effects which may influence the levels of FSITS and RDITS. 19 Furthennore, by 

18Ideally, we should measure firm size as total sales, TS, but this variable would partly be endogenous 
since it inc!udes foreign sales, FS. 

19 An additive time dummy for 1986 and additive dummies for the following industries are included 
in all estimations: food, textile, basic chemicals, pharmaceuticals & advanced chemicals, paper & pulp, 
iron & steel, metal products, machinery, electronics, transport equipment, and "other industries" . Since an 
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ineluding interaction durnmies, we also examine whether the estimated parameters for 

the endogenous variables, PI and Yl' are different for industries undertaking R&D aimed 

for product and process innovations, respectively. We assume that R&D undertaken in 

the engineering and pharmaceutical industries is primarily oriented toward product 

innovations, while R&D in iron & steel, paper & pulp, textiles, food, cement, and wood, 

is assumed to be basically geared towards process innovations. 

Finally, with regard to exogenous variables, a few comments on the issue of rival 

R&D are appropriate, even if we have not ineluded any such explicit variable. 

Theoretically, the issue of competitors' R&D interaction is not fully settled. Depending 

on whether the firms' R&D are substitutes or complements, and if spillovers are 

important, a rival's R&D may either increase, decrease or have no effect on the R&D 

expenditures of a firm. In addition, an empirical application would require detailed data 

on rival R&D, which is not available. Most of the Swedish MNEs have their major 

competitors abroad, and only in a handful cases can we identify firms which are elose 

rivals. An interesting observation is that rivals tend to have approximately the same 

R&D intensities.20 By means of the industry durnmies discussed above, we have to some 

extent taken into account rival R&D, even if a more detailed analyis of this issue would 

have been interesting. 

5. Empirical resuIts 

The results of the simultaneous estimation are provided in Tables 2 and 3 below. As 

shown in Table 2, the estimated parameters of RDITS and FSITS in equations (1) and 

(2), respectively, are both positive, and significantly different from zero at the 1 % level, 

using a two tailed t-test.21 

individual finn is never included more than twice in the pooled sample, it is not possible to analyze finn­
specific effects. 

2°There are around 10 cases in the data set where two or more finns are close rivals, e.g. 
phannaceuticals, transport equipment, paper, pulp and wood products, machinery, textile, and cement. 

211n the main econometric model we do not dec om pose foreign sales into parent exports and affiliate 
net sales. Estimations including parent exports (EX P) and affiliate net sales (FQ) were also undertaken. 
Equation (1) was estimated twice with EXP/TS and FQ/TS, respectively, as dependent variables. The 
results were not satisfactory since multicollinearity arose in equation (2) in the second stage of 2SLS. 
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TABLE 2. RESUL TS FROM SIMULTANEOUS TOBIT ESTIMA TIONS 

Dependent variable 

Explanatary variables FSITS RDITS 
Equation (l) Equation (2) 

RDITS 5.18*** 
(1.31) 

FSI TS 0.083*** 
(0.033) 

HIe 6.54 E-4** 
(3 .08 E-4) 

LS -0.394 
(0.485) 

HOME -4.46 E-6 
(4.05 E-6) 

eONe 2.29 E-4* 
(1.39 E-4) 

PROFIT 0.078** 
(0.034) 

Adjusted R2 0.35 
F-value 8.37 
Log-likelihood ratio 118.8 
Number of observations 202 202 
Left-censored obs. 34 

Nates: ***, ** and * mdicate sigmficance at l, 5 and 10 percent leve l, respectively, usmg a two tailed t­
test. Standard errors in parentheses. lntercepts, dummies for time and industries are shown in Table 4, 
Appendix B. First-stage estimates are shown in Table 5, Appendix B. 

By calculating the marginal effects according to equations (3) and (4), the direct effect 

of an increase in RD on FS, and vice versa, is obtained. The first row in Table 3 

indicates that both aFSlaRD and a*RDla*FS are positive and significant at the 1% leve!. 

This may suggest that R&D expenditures increase sales in foreign markets and that sales 

abroad in tum facilitate R&D. Thus, R&D expenditures and foreign sales seem to 

reinforce each other in accordance with our main hypothesis. 
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Considering the estimated derivatives for the two group s "product R&D" and 

"process R&D" in Table 3, we notice that oFSloRD is significant at the 1 % level in the 

product-group and at the 5% level in the process group. It is also noted that the 

difference in the parameter estimate between the two groups is not significant (see Table 

6, Appendix B). The difference is, however, significant for o'RDlo'FS. The marginal 

effect for product R&D is significant at the 1 % level, while it is not significant for 

process R&D, meaning that we cannot tell if a change in FS affects RD in this group. 

Hence, the two-way relationship between R&D and foreign sales is only verified in the 

product R&D group. In the conc1uding section we discuss possible explanations for this 

result. 

TABLE 3. ESTIMATED DERIVATIVES FOR THE MAIN VARIABLES 
TOTAL SAMPLE AND ACROSS INDUSTRIES 

All industries (n=202) 

"Product-R&D" group (n=104) 

"Process-R&D" group (n=98) 

Significant difference between 
industries? 

oFS/oRD 
Equation (3) 

11.14- " 
(1.87) 

6.03"­
(1.79) 

10.35" 
(5.01) 

No 

Estimated derivative 

o'RD/o'FS 
Equation (4) 

0.048-- ­
(0.013) 

0.044--­
(9.26 E-3) 

2.73 E-3 
(0.023) 

Yes 

Notes : oh, h and o mdicate sigmflcance at I, 5 and lo percent, respectlvely, usmg a two tailed t-test. 
Standard errors in parentheses. The estimated derivative equals the marginal effect in equation (3), but the 
marginal and probability effect in equation (4). The original regressions with industry estimates are 
available in Tables 6 and 7, Appendix B. 

With regard to the exogenous variables in the model (Table 2), we first observe 

for the foreign sales equation that the variable measuring high initial capital costs, H/C, 

is positively related to FSITS, as expected. The parameter is significant at the 5% level. 
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The estimated parameters for LS, labor skill in the MNE, and HOME, size of the home 

market for the finn's products, are not significant in the foreign sales equation.22 

Turning to the R&D equation, we see that world market concentration, CONC, 

IS positively associated with RD/TS. The estimated parameter is, however, only 

significant at the 10% leve!. Thus, there is weak evidence that concentration favors 

competition by R&D. Finally, the parameter of the profit variable, PROFIT, also has the 

expected positive sign, and is significant at the 5% level, indicating that internai fund 

raising may be important in a finn's decision to undertake R&D. 

As discussed above, we also estimate a variant of the model with finn size 

measured as total number of employees (EMP), as an exogenous variable in the R&D 

equation. However, EMP did not tum out to be significant, and did not alter the results 

for the other variables, as can be seen from Table 8 in Appendix B. 

6. Conclusions 

This paper analyzed the simultaneous relationship between R&D and foreign sales in 

Swedish multinationals in manufacturing. Positive and statistically significant effects 

were found in both directions, supporting the hypothesis of a two-way reinforcing 

relationship. The only previous study explicitly addressing this issue used data for U.S. 

manufacturing finns, but did not find evidence of a simultaneous relationship. This may 

suggest that the link between R&D and foreign sales is stronger for MNEs originating 

from small home economies, and that the relationship is weaker for finns from countries 

with large home markets. Industrial finns from small countries have limited growth 

opportunities in their home markets, and hence are more dependent on foreign sales. 

When analyzing product- and process-related R&D separately, proxied by the 

MNE's industry classification, the two-way relationship is only found for product R&D. 

The weaker relationship in the process group may be explained in part by the fact that 

the major R&D investors are found in product industries. Another reason may be that 

220ne possible explanation for the poor performance of LS may be that the average wage is not an 
appropriate indicator of labor skill; however, no alternative measure was available in our data set. 
Measurement problems in HOME may also have affected the results. First, HOME is the only variable in 
our data that is taken from a source other than the IUl survey. Second, the firms' cJassification of product 
group s did not correspond exactly to the official industriai cJassification system (I SIC). 
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product innovations are essentially associated with entry into new product markets, while 

process R&D aims to reduce the costs of producing a given range of products. 

Moreover, Mansfield (1984) suggests that firms are more hesitant to utilize their process 

technologies abroad as compared with their product technologies. In a patent context, he 

argues that once process technologies go abroad, it is difficult to determine whether 

foreign firms are illegally imitating them. 

Since the present study analyzes only what is taking place at the firm level, we 

are limited in our abilities to draw policy conc1usions. However, in the case of small 

MNE-dependent countries like Sweden, it is plausible that; (i) disadvantages relating to 

firms ' incentives to undertake R&D, such as unfavorable tax treatment of R&D or a 

limited supply of qualified researchers, may in the long term erode the home country's 

international competitiveness, while (ii) any eventual regulations constraining firms' 

foreign expansion could lead to reduced R&D, most of which is undertaken at home, 

implying the possibility of a slower technological deve1opment. Future research should 

more directly attempt to assess the impact of multinational activity on a home country' s 

international competitiveness and technological development. 
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Appendix A 

The marginal effect of an increase in RD on FS, can be derived by first separating total 
sales, TS, in equation (1) into foreign, FS, and domestic sales, DS 

FS A + P RD 
1 FS + DS FS + DS 

where A = Po + Zj p , 

TS = FS + DS. 

After that we solve for FS: 

1 
FS = -- (A DS + PIRD). 

1 - A 

This gives the parti al derivative: 

aFS 
aRD 1 - A 

In a similar way, the effect of FS on RD can be derived: 

a'RD 
= C + Yl ' 

a'FS 

where C = Yo + Z2Y . 

(Al) 

(A2) 

(A3) 

(A4) 

In this case, 8' indicates the total partial effect (marginal and probability effect). A and 
C are calculated around the means of ZI and Z2' 

The standard error of 8FSI8RD is then calculated, using a first-order linear 
approximation, according to Blom (1980): 

°aFS I aRD (AS) 
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where 

l 
1 - A 

The standard error of a'RDla'FS is calculated in a similar manner: 

a a'RD I a'FS k ( ah )2 k ( ah ) ( ah ) ~ Var(y) - + 2 ~ Cov(Y i, y) - - , 
i=O ay i i=O, i<j ay i aYj 

(A6) 

where 
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Appendix B 

TABLE 4. SUPPLEMENT TO TABLE 2. SECOND-STAGE ESTIMATES 
OF DUMMY V ARlABLES FOR TIME AND INDUSTRIES 

Dependent variable 

Dummy variables 
FSfTS RDfTS 

Equation (I) Equation (2) 

Intercept 0.650*** -0.060**· 
(0.090) (0.016) 

Dummy 1986 0.026 6.25 E-4 
(0.037) (4.51 E-3) 

Dummy food industry -0.281*** 0.024* 
(0.077) (0.014) 

Dummy textiles -0.048 6.44 E-3 
(0.082) (0.011) 

Dummy basic chemicals -0.035 5.1 0 E-3 
(0.071) (9.10 E-3) 

Dummy pharmaceuticals & -0.178** 0.032·** 
advanced chemicals (0.073) (7.85 E-3) 

Dummy non-electrical 0.094* -3.42 E-3 
machinery (0.055) (8.01 E-3) 

Dummy electrical machinery -0.114* 0.020·· 
(0.073) (8.99 E-3) 

Dummy transport equipment -0.140 0.038*** 
(0.122) (0.012) 

Dummy paper & pulp -9.51 E-3 -1.59 E-4 
(0.070) (8.12 E-3) 

Dummy iron & steel -0.052 6.84 E-3 
(0.108) (0.013) 

Dummy other industries -0.128** 0.014 
(0.060) (9.31 E-3) 

Nates: on, .. and o mdlcate slgmficance at l, 5 and 10 percent level respecttvely. Standard errors in 
parentheses. The metal products industry is the reference group for the industry dummies. 



TABLE 5. SUPPLEMENT TO TABLE 2. FIRST STAGE ESTIMATES 

Explanatary variables 

lntercept 

HIe 

LS 

HOME 

eONe 

PROFIT 

Dummy 1986 

Dummy food industry 

Dummy textiles 

Dummy basic chemicals 

Dummy pharmaceuticals & 
advanced chemicals 
Dummy non-electrical 
machinery 
Dummy electrical machinery 

Dummy transport equipment 

Dummy paper & pulp 

Dummy iron & steel 

Dummy other industries 

Adjusted R2 

F-value 

Dependent variable 

FSITS RDITS 
Equation (I) Equation (2) 

0.448··· -0.040··· 
(0.072) (0.010) 

1.06 E-3··· 7.10 E-5·· 
(2.43 E-4) (3.20 E-S) 

0.294 0.124·· 
(0.371) (0.050) 

-2.64 E-6 1.84 E-7 
(3.60 E-6) (4.79 E-7) 

2.96 E-3··· 4.70 E-4··· 
(6.09 E-4) (8.11 E-S) 

0.021 0.071·· 
(0.213) (0.031) 
0.071** 7.71 E-3· 
(0.030) (4.08 E-3) 

-0.305**· -2.43 E-3 
(0.067) (9.01 E-3) 
-0.052 1.97 E-3 
(0.071) (9.99 E-3) 
-0.039 1.31 E-4 
(0.062) (8.21 E-3) 
-0.017 0.029··· 
(0.053) (7.09 E-3) 
0.102** 4.43 E-3 
(0.048) (6.39 E-3) 
-0.030 0.019·· 
(0.060) (8.09 E-3) 

0.042 0.034*·· 
(0.093) (0.013) 
-0.044 -6.25 E-3 
(0.058) (8.17 E-3) 
-0.086 -7.62 E-3 
(0.094) (0.013) 
-0.074 9.28 E-3 
(0.052 (6.96 E-3) 

0.36 
8.12 

Log-likelihood ratio 126.72 
Number of observations 202 202 
Left-censored obs. 34 
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Nates: in, n and i mdJcate sJgmficance at 1, 5 and 10 percent leve! respectJvely. Standard errors in 
parentheses. The metal products industry is the reference group for the industry dummies. 
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TABLE 6. RESULTS FROM SIMULTANEOUS ESTIMATlONS FOR PRODUCT 
AND PROCESS INDUSTRIES. SECOND STAGE ESTIMATES 

Dependent variable 

FSITS 
Equation (l) 

RDITS 
Equation (2) 

Explanatory variables 

RDITS 
(RDITS)xDummy Process 
FSITS 
(FSITS)xDummy Process 
HIC 
LS 
HOME 
CONC 
PROFIT 

Intercept 
Dummy 1986 
Dummy food industry 
Dummy textiles 
Dummy basic chemicals 
Dummy pharm. & adv. chemicals 
Dummy non-electrical machinery 
Dummy electrical machinery 
Dummy transport equipment 
Dummy paper & pulp 
Dummy iron & steel 
Dummy other industries 

Parameter 

2.56*** 
2.23 

9.40 E-4*** 
0.291 

-5.36 E-6 

0.540*** 
0.056 

-0.302*** 
-0.056 
-0.017 
-0.148* 
0.122** 
-0.067 
-0.025 
-0.063 
-0.072 
-0.130 

Adjusted R2 0.32 
F-value 6.84 
Log-likelihood ratio 

Std. error 

0.940 
2.95 

3.05 E-4 
0.477 

4.47 E-6 

0.090 
0.037 
0.080 
0.083 
0.084 
0.084 
0.056 
0.073 
0.121 
0.071 

· 0.126 
0.072 

Parameter 

0.071 *** 
-0.116**-

2.53 E-4** 
0.051 * 

-0.050*** 
3.04 E-3 
0.056*** 
0.063*** 
0.076*** 
0.082*** 
-2.82 E-3 
0.019** 
0.037*** 
0.072*** 
0.066*** 
0.074*** 

152.40 
Number of observations 202 202 
Left-censored obs. 34 

Std.error 

0.025 
0.017 

l.11 E-4 
0.029 

0.013 
3.79 E-3 

0.012 
0.013 
0.014 

9.45 E-3 
6.60 E-3 
7.57 E-3 
9.80 E-3 

0.013 
0.014 
0.011 

Notes: ... , .. and • mdlcate slgmflcance at I, 5 and lÖ percentleveJ respectJveJy. Flrst-stage estimates 
are shown in Table 7. The metal products industry is the reference group for the industry dummies. 
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TABLE 7. SUPPLEMENT TO TABLE 6. FIRST STAGE ESTIMATES 

Dependent variable 

FSITS RDITS 
Equation (1) Equation (2) 

Explanatary variables Parameter Std. error Parameter Std.error 

HIC 1.29 E-3*** 4.26 E-4 1.67 E-S 4.50 E-S 
HICxDummy Process -3.38 E-4 5.21 E-4 1.53 E-S 5.51 E-5 
LS 0.059 0.469 0.236*** 0.050 
LSxDummy Process 0.214 0.535 -0.297*** 0.058 
HOME -5.92 E-6 5.37 E-6 2.01 E-6*** 5.62 E-7 
HOMExDummy Process 3.87 E-6 7.11 E-6 -2.58 E-6*** 7.55 E-7 
CONC 3.84 E-3*** 8.55 E-4 3.10 E-4*** 9.21 E-5 
CONCxDummy Process -1.89 E-3 1.23 E-3 -6.43 E-5 1.31 E-4 
PROFIT 4.27 E-3 0.268 0.076** 0.034 
PROFITxDummy Process -0.048 0.437 -0.060 0.050 

Intercept 0.474*** 0.080 -0.060*** 8.81 E-3 
Dummy 1986 0.070** 0.031 4.81 E-3 3.29 E-3 
Dummy food industry -0.298*** 0.102 0.067*** 0.011 
Dummy textiles -0.059 0.103 0.065*·* 0.011 
Dummy basic chemicals 0.020 0.104 0.073*** 0.011 
Dummy pharrn. & adv. chemicals -0.045 0.079 0.082*·· 8.37 E-3 
Dummy non-electrical machinery 0.077 0.051 0.010· 5.43 E-3 
Dummy electrical machinery -0.041 0.061 0.022** 6.58 E-3 
Dummy transport equipment 0.035 0.114 9.59 E-3 0.012 
Dummy paper & pulp -0.043 0.101 0.071*** 0.011 
Dummy iron & steel -0.076 0.142 0.081 U* 0.015 
Dummy other industries -0.067 0.090 0.075*** 9.56 E-3 

Adjusted R2 0.36 
F-value 6.34 
Log-likelihood ratio 152.40 
Number of observations 202 202 
Left-censored obs. 34 

Nates : "', .. and • mdlcate slgmficance at I, 5 and 10 percent level respecttveIy. The metal products 
industry is the reference group for the industry dummies. 
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TABLE 8. RESUL TS FROM SIMULTANEOUS ESTIMA TIONS WHEN FIRM SIZE 
(EMP) IS INCLUDED IN EQUATION (2). SECOND-STAGE ESTIMATES. 

Explanatory variables 

RDITS 
FSITS 
H/e 
LS 
HOME 
eONe 
PROFIT 
EMP 

Intercept 
Dummy 1986 
Dummy food industry 
Dummy textiles 
Dummy basic chemicals 
Dummy pharm. & adv. chemicals 
Dummy non-electrical machinery 
Dummy electrical machinery 
Dummy transport equipment 
Dummy paper & pulp 
Dummy iron & steel 
Dummy other industries 

Adjusted R2 

F-value 
Log-likelihood ratio 
Number of observations 
Left-censored obs. 

8FSI8RD 
8'RDI8'FS 

Dependent variable 

FSITS 
Equation (I) 

Parameter Std.error 

5.31 *** 1.291 

6.39 E-4** 3.10 E-4 
-0.417 0.485 

-4.39 E-6 4.07 E-6 

0.653*** 0.089 
0.025 0.037 

-0.281*** 0.077 
-0.047 0.081 
-0.036 0.072 

-0.182** 0.073 
0.093* 0.055 
-0.116 0.072 
-0.146 0.123 

-7.92 E-3 0.069 
-0.053 0.108 

-0.129** 0.06 1 

0.36 
6.52 

202 

Estimated derivative 

Parameter Std.error 

11.36**" 1.89 

RDITS 
Equation (2) 

Parameter Std.error 

0.084* 0.044 

2.26 E-4 1.63 E-4 
0.079** 0.035 

-2.20 E-8 1.76 E-7 

-0.060*** 0.225 
5.80 E-4 4.66 E-3 

0.024 0.016 
6.53 E-3 0.Q11 
5.07 E-3 9.06 E-3 
0.032*** 7.85 E-3 
-3.49 E-3 8.43 E-3 

0.020* 0.011 
0.039*** 0.013 
7.69 E-5 8.15 E-3 
6.94 E-3 0.013 
0.014* 8.48 E-3 

146.46 
202 
34 

Estimated derivative 

Parameter Std.error 

0.049*** 0.017 
Notes: n*, ** and * mdicate slgmficance at I, 5 and 10 percent level respectJvely. FlfSt-stage estJmates 
are shown in Table 9. The metal products industry is the reference group for the industry dummies. 
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Explanatary variables 

HIe 
LS 
HOME 
eONe 
PROFIT 
EMP 

Intercept 
Dummy 1986 
Dummy food industry 
Dummy textiles 
Dummy basic chemicals 
Dummy pharm. & adv. chemicals 
Dummy non-electrical machinery 
Dummy electrical machinery 
Dummy transport equipment 
Dummy paper & pulp 
Dummy iron & steel 
Dummy other industries 

Adjusted R2 

F-value 
Log-likelihood ratio 
Number of observations 

Dependent variable 

FSITS 
Equation (1) 

Parameter Std. error 

8.71 E-4*" 2.66 E-4 
0.282 0.370 

-3.42 E-6 3.62 E-6 
2.89 E-3*" 6.08 E-4 

0.018 0.212 
1.58 E-6 9.64 E-7 

0.458*** 0.072 
0.068** 0.030 

-0.300*" 0.067 
-0.051 0.070 
-0.033 0.062 
-0.014 0.053 
0.096" 0.048 
-0.072 0.065 
-0.021 0.098 
-0.038 0.058 
-0.075 0.094 
-0.074 0.052 

0.37 
7.88 

202 

RDITS 
Equation (2) 

Parameter 

5.95 E-S* 
0.123*** 
1.34 E-7 

4.66 E-4*** 
0.071** 
9.67 E-8 

-0.039*** 
7.54 E-3* 
-2.09 E-3 
2.02 E-3 
5.33 E-4 
0.030"-
4.08 E-3 
0.016* 
0.032** 

-5.83 E-3 
-6.96 E-3 
9.27 E-3 

152.40 
202 

Std.error 

3.48 E-5 
0.050 

4.83 E-7 
8.09 E-5 

0.031 
1.26 E-7 

9.99 E-3 
4.08 E-3 
9.00 E-3 
9.98 E-3 
8.22 E-3 
7.09 E-3 
6.40 E-3 
8.86 E-3 

0.013 
8.16 E-3 

0.013 
6.95 E-3 

Left-censored obs. 34 

77 

Nates: ... , *. and * mdlcate slgmficance at I, 5 and 10 percent leve l respectIvely. The metal products 
industry is the reference group for the industry dummies. 
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TABLE 10. DEFINITIONS AND MEANS OF VARIABLES 

Variable Definition Mean Std. deviation 

RDITS R&D intensity: Total R&D expenditures divided by total 0.020 0.029 
sales. RD and TS are expressed in nominal SEK. 

FSITS Foreign sales intensity: Foreign sales divided by total sales. 0.621 0.244 
Foreign sales is de fine d as the sum of parent company 
exports and foreign affiliate net sales (intra-firm exports 
from a parent company to its foreign affiliates are excluded 
in FS). FS and TS are expressed in nominal SEK. 

HIe High initial capital costs: Average plant leve I book value of 35.53 65.92 
equipment, tools and real estate in a MNE's foreign plants. 
Expressed in 1990 SEK (million). 

LS Average wage level in the parent company. Expressed in 0.170 0.041 
1990 SEK (million). 

HOME Size of the Swedish home market for the firm's product 6760 6313 
groups, measured by industry sales. Expressed in 1990 SEK 
(million). Source: Statistics Sweden 1986 and 1990). 

eONe Concentration. Sum of world market concentration for the 32.19 26.52 
four largest firms in the industry in which the firm' slargest 
division operates (percent). 

PROFIT Gross profit margin. Operating income before depreciation 0.103 0.072 
and fmancial items divided by total sales. Operating income 
and TS are expressed in nominal SEK. 
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To a large extent, overseas R&D by multinational enterprises (MNEs) is explained by the 

need to adapt products and processes to foreign markets. It has also been suggested that 

overseas R&D is undertaken to gain access to knowledge in foreign "centers of excellence", 

and to benefit from IocaIized R&D spillovers. This motive behind the location ofR&D has 

been pointed out as potentially important e.g. by Behrman and Fischer (1980), but the issue 

has not yet been subjected to a more systematic empirical investigation. The aim of this 

chapter is to filI part of this gap. 

Multinational enterprises still perform the major part oftheir R&D at home, because 

of scaIe economies in R&D, proximity to the company headquarters, and maintaining the 

secrecy offinns' technoIogies, to name a few of the main reasons. Vet, a trend ofincreased 

internationalization oftheir R&D activities has been observed over time. l 

A number offactors underlying the decision to decentralize R&D outside the home 

country have been identified in the empiricalliterature. Production in foreign affiliates, the 

size of the host country market, and the technological intensity of the MNE have been 

shown to be positively related to the internationalization ofR&D (Mansfield et al., 1979, 

Lall, 1980, and Zejan, 1990). These factors essentially capture the overseas R&D 

undertaken to adapt the MNEs' technoIogies to the conditions and requirements prevailing 

in the host countries where the firms operate. Adaptive overseas R&D is here taken to 

encompass: direct adaptation of products and processes, technical support to production 

activities taking place in foreign affiliates, and R&D to facilitate technology transfer from 

the parent company to foreign affiliates. 

l Swedish MNEs in manufacturing located around 18% of their R&D expenditures overseas in 1990. 
The correspondingfigurewas 9"10 for 1970, and 13-14% for the years 1974, 1978 and 1986 (Fors and Svensson, 
1994). A trend ofincreased internationalization ofR&D has been observed for MNEs from other countries as 
weil (see Caves, 1996). 
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Even if the adaptation argument is likely to remain important, there may be other 

explanations for why finns locate R&D abroad. The present study analyzes whether Swedish 

MNEs in manufacturing locate overseas R&D activities according to the relative 

technological specia1ization ofhost countries. The question we ask is whether Swedish firms 

locate overseas R&D to foreign "centers of excellence" in their particular industry. To 

answer this question we use data for 1978 and 1990 on Swedish firms' overseas production 

and R&D activities in different OECD countries together with indices of the host countries' 

technological specialization in terms ofR&D in a number ofmanufacturing industries. 

The chapter is organized as follows: Determinants of overseas R&D are discussed 

in section 2. Data and variables are introduced in section 3, and the econometric method is 

described in section 4. Empirical results are presented in section 5, and the final section 

concludes. 

2. Determinants of overseas R&D 

Three factors which mainly relate to the adaptation motive of overseas R&D have been 

examined in the literature. First, production in affiliates requires overseas R&D to adapt a 

MNE's products and processes to local conditions. ConsequentIy, overseas R&D to a large 

extent will be found where overseas production is taking place. Adaptation is pointed to as 

the most important motive for overseas R&D in the case studies by Ronstadt (1978) and 

Behrman and Fisher (1980). In the econometric studies by Mansfield, et al. (1979), Lall 

(1980), Hirschey and Caves (1981), and Pearce (1989), who all examine data on VS firms, 

production in foreign affiliates tums out to be the most powerful determinant of overseas 

R&D. Pearce and Singh (1992), employing a patent based proxy for intemationalization of 

R&D, obtain a positive association between this proxy and the share of production abroad 

for European-based MNEs as weil. 

These empirical studies use "share of total R&D undertaken abroad" as the 

dependent variable in the regressions, and do not separate overseas R&D by host county. 

Lack of detailed data on the R&D undertaken in different host countries has generally 

prevented the earlier literature to examine host country determinants. 

Second, a positive relationship is expected between market size oj the host country 

and overseas R&D. Alarger market should provide incentives to perform overseas R&D 
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for the purposes of adapting products and processes to local conditions, which may not be 

worthwhile in a small host country. Zejan (1990) finds a positive association between the 

R&D intensity of Swedish foreign affiliates and the host country GDP. It could be argued 

that market size is already accounted for in a measure of affiliate production since there 

should be incentives to locate more production to larger countries. 2 Vet, a large market size, 

given the location of production, may have a separate positive effect on the location of 

R&D, e.g. to adapt products in view of an expected higher future potential in a larger 

market. 

Third, finns with more technologically advanced products or processes should have 

agreater need to undertake overseas R&D for adaptation. Lall (1980) reports a positive and 

significant influence ofR&D intensity on the share ofR&D located abroad for US firms . 

Empirical analysis of Swedish finns by Zejan (1990) suggests a positive relationship between 

parent company and affiliate R&D intensity. However, Pearce and Singh (1992), using a 

patent-based intensity measure and a proxy for overseas R&D, could not verify this result. 

In addition to the above factors relating mainly to adaptive R&D, it has been shown 

that MNEs locate overseas R&D facilities to countries with a highly skilled workforce 

(Pearce and Singh, 1992). Figures reported in OECD (1994) for Japanese firms and in 

Akerblom (1994) for Finnish MNEs point in the same direction, although the effect of a 

skilled workforce on the decision as to where to locate R&D appears to be of second order 

irnportance in the Japanese and Finnish firms. We argue that a high skillievei should attract 

technology sourcing R&D as well as adaptive R&D, since firms undertaking both kinds of 

R&D will need to recruit qualified personnellocaIly. 

Another motive for MNEs to undertake overseas R&D may be to source technology 

in foreign countries and benefit from localized spillovers. We argue that MNEs can more 

efficiently appropriate R&D spillovers if they undertake their own R&D near the sources 

of the spiIlovers.3 Two sets of empirical findings support this view: 

2For Swedish MNEs, Braunerhjelm and Svensson (19%) found a positive relationship between affiliate 
production and market size of the host country. 

~arshall (1920) provides three reasons why industries cluster spatially: a pooled market for labor with 
specialized knowledge, development of specialized inputs and services, and the possibility to benefit from 
knowledge spillovers. In a swvey of empirical studies, Griliches (1992) concludes that knowledge spillovers are 
both prevalent and important for economic growth in general. 
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Knowledge spillovers appear to increase with proximity. Jaffe, et al. (l993) compare 

patent citations with the origins of the cited patents and conclude that citations to domestic 

patents tend to be domestic, and that citation s are more likely to come from the same state 

within the US as the origin of the patent. Analyzing innovation data across US states, 

Audretsch and Feldman (1996) find that the propensity for innovative activity to 

agglomerate spatially is higher in industries where the creation of new knowledge and 

spillovers is more important. The authors take this as a sign oflocalized spillovers. 

R&D spillovers have also been argued to increase if the potential recipient of the 

spillover undertakes own R&D. Cohen and Levinthai (1989) propose two functions for 

R&D: to generate innovations and to absorb spillovers from other firms, and they present 

evidence for both. Jaffe (l986) concludes that the payoff in terms of patents, profits, or 

market value to a firm's own R&D is higher in technological areas where there is much R&D 

undertaken by other firms. Furthermore, Levin, et al. (l987) find that independent R&D is 

the most effective method of "Iearning" about other firms' products and processes, compared 

with licensing, patent disclosures, hiring competitors' R&D employees and reverse 

engineering. 

The following hypothesis comes out of the ab ove arguments: MNEs may locate 

overseas R&D activities to countries that are technologically specialized in their industry in 

order to benefit from localized spillovers. 4 

From the literature concerning the location oj production by MNEs, some empirical 

resuIts have suggested that firms locate production activities to host countries to source 

technology. Results reported by Kogut and Chang (1991) indicate that Japanese investments 

in the United State s are attracted to industries that are relatively R&D intensive. Cantwell 

(1989) finds that US and German firms establish production in foreign "centers of 

excellence" in their respective technological fields. Furthermore, Braunerhjelm and Svensson 

(1996) present evidence that Swedish MNEs in high-tech industries tend to locate 

production facilities to industrial clusters abroad. But these studies on the location of 

production do not evaluate the role of overseas R&D in sourcing technology in host 

4Such a knowledge-seeking strategy should potentially benefit the entire MNE, and not merely the units 
abroad performing the overseas R&D. These units are to be seen as an MNE's interface with technological 
knowledge in the host country. 
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countries, which is the focus of the current paper. 

To the best of our knowledge, the only empirical study that directly attempts to 

address the above hypothesis is Cantwell and Hodson (1991). s Their findings indicate that 

the distribution of aggregate overseas R&D across countries is positively related to the 

overall pattern of innovation. However, the empirical results were only significant for some 

countries and periods. Moreover, they did not controi for the location of overseas 

production. This is of major importance, since overseas R&D for adaptation is basically 

located where overseas production is taking place. Hence, to test if the location of overseas 

R&D is directly related to host countries' R&D specialization, the location of production 

must be controlled for. 

3. Data and variables 

The firm-level data set used in the estimations has been collected by the Industrial Institute 

for Economic and Social Research (IUI), of Stockholm, Sweden. All Swedish MNEs in the 

manufacturing sector having more than 50 employees and at least one majority-owned 

production affiliate abroad are inc1uded. The response rate to the survey exceeds 90%. 

Information on the firrns' production and R&D by host country and data on the MNEs' 

global operations are inc1uded in the data set. Country-specific variables are taken from 

OECD (1995) and various issues of the Statistical Yearbook published by the United 

Nations. The firrn and country data are available for 1978 and 1990 and pooled for these 

two years to obtain the sample to be analyzed. 

The data make it possible to analyze the R&D that takes place in foreign production 

atliliates in OECD countries. One observation is generated for each location l (country 

out side Sweden) and industry k where MNEj undertakes production. For Swedish firms 

only a small part of overseas R&D is undertaken in sales atliliates or "R&D affiliates". 6 In 

most cases an observation represents an individual foreign affiliate, which commonly 

~ A few esse studies and descriptive papers also give some support to the view that MNEs locate R&D 
abroad to source technology. These studies include: Behrrnan and Fischer (1980), which analyzes selected 
overseas R&D laboraIories oh few major US finns, Håkansson and Nobel (1993), which surveys the 20 largest 
Swedish MNEs, and OECD (1994), which presents information regarding the motives of overseas R&D in 
J apanese firms. 

6In 1990, the .MNEs in the IUI survey had together less than 400 ernployees in foreign affiliates 
classified as "R&D affiliates". Only four large MNEs indicated that they had affiliates solely dealing in R&D. 
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corresponds to a single production plant. In the instances where a MNE has more than one 

affiliate in a host country, the data for the MNE's individual affiliates in the country are 

summarized. Firms that do not perform any R&D in Sweden or abroad are excIuded. This 

is not a serious restriction on the sample size. In 1990, about 20 small MNEs, each with very 

few establishments abroad, out of the population of 120 MNEs did not record any R&D7 

Furthermore, we only incIude foreign operations established up to ten years prior to 

the years 1978 and 1990, respectively. This is in accordance with others who have studied 

the location of economic activities, e.g. Head, et al. (1995), who argue that it is likely that 

there are more unobserved factors behind "older" establishrnents. The 10-year limitation also 

implies that no observation occurs twice in the samples, when pooling the data for 1978 and 

1990.8 

With the above constraints applied to the data set, we obtain a sample of 244 

observations, ofwhich 107 recorded overseas R&D.9 The sample contains information on 

17 manufacturing industries in Il OECD countries (see Table Al in Appendix). 10 

Below we introduce the variables incIuded in the analysis. Table l provides a list of 

the variables and their definitions and sources. Table A2 shows the means of the variables. 

The dependent variable is: 

RSHARE: The share ofMNEj's total R&D expenditures performed in industry k 

in country l. Since there is a large concentration ofzeroes in the sample (the countries where 

the MNE does not undertake overseas R&D), we also specify a dummy variable; 

RKL, which takes the value one if MNE j undertakes overseas R&D in industry k 

in country I, and zero otherwise. 

7The difference in size, in tenns of average flID1 employment, between the following group s of Swedish 
MNEs is striking; (i) less than 300 employees for finns without R&D, (ii) almost 1.600 for flID1s onJy 
undertaking R&D in Sweden, and (iii) around l 1.000 employees for firms recording overseas R&D (Fors and 
Svensson l 994). 

81n the empirical analysis we altered the age limitation from 0-5 years to 0-12 years, and obtained 
basicaJJy the same resuJts. Hence, the exact age limit adopted does not appear to have a major impact on the 
resuJts. An age limit shorter than five years generated a very small sample. 

90f the 244 observations, J 49 relate to 1990 and 95 to 1978. Of the 107 observations with overseas 
R&D, 75 relateto 1990 and 32 to 1978. 

10The 17 industries together comprise the total of manufacturing, with the exception of Office & 
Computing Machinery, Petroleum Refineries & Products and Other Manufacturing not elsewhere classified, 
which are relatively unimportant industries in the Swedish MNE context. 
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The explanatory variables in the empirical model are the following: 

PROD: The share of firm /s total value-added accounted for by operations in 

industry k in country l. PROD captures the overseas R&D geared toward adaptation, and 

is expected to have a positive influence on the location of overseas R&D. By incIuding 

PROD as a controi variable for adaptive R&D, we are able to examine additional motives 

for undertaking overseas R&D. 

GDP The logarithm of the GDP of country l, to take account of the size of the host 

country market." We expect a positive association between overseas R&D and market size, 

since there should be more incentives to adapt products and processes to alarger market. 

RINT: The technological intensity of MNE j, measured as total R&D expenditures 

divided by total sales of the entire enterprise. A higher technologicaI intensity is expected 

to increase the need to undertake overseas R&D for adaptation. RlNT should be positively 

related to RKL, the decision whether to undertake overseas R&D or not, but not necessarily 

to RSHARE, the share of total R&D located to a certain foreign country. 

RSPEe: The host oountry's technological specialization index measured by R&D 

expenditures. RSPEC for industry k in country l is calculated as 

i.e. country fs share of R&D in industry k, divided by country fs share in overall 

manufacturing R&D. A value exceeding unity indicates that country l has a higher 

technological specialization in industry k compared with other countries. 12 As already 

discussed, MNEs are expected to locate R&D to countries that are technologically 

specialized. 

"We take the logarithm of GDP to facilitate the interpretation of the parameter of this variable in the 
estimations, since the dependent variable and all other explanatory variables are defined as ratios or shares. 

l1nis index is similar to the one used by Feldman (1994) to measure the agglomeration of innovation 
across US states. 
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TABLE l. DESCRIPTION OF VARIABLES 

Variable name Descriplion 

RSHARE Share offmnj's total R&D expenditures performed in 
industry k in country l. R&D expenditures are expressed 
in nominal SEK. 

RKL RKL takes the value I iffmnj undertakes R&D in 
industry k in country l, zero otheIWise. 

PROD Share offmnj's total value-added accounted for by 
operations in industry k in country l. (Value-added is 
measured as wages + operating income before 
depreciation and fmancial items). Value-added is 
expressed in nominal SEK. 

GDP log ofGDP in country l, expressed in constant US 
dollars. 

R/NT R&D intensity offinnj, measured as total R&D 
expenditures divided by total sales. R&D and sales 
are expressed in nominal SEK. 

RSPEC Index of country fs relative specialization in R&D in 
industry k. RSPEC is calculated as country fs share of 
R&D expenditures in industry k, divided by country fs 
share in overall R&D. (See Table Al in Appendix for 
included industries and countries). Calculated from 
OECD's PPP US$ R&D data set. 

RSET Researchers, scientists, engineers and technicians per 
1.000 inhabitants in country l. 

D78 

/ndustry 
dummies 

Additive dummy 1978. (Reference year: 1990). 

Additive industry durnmies 
(see Table Al in Appendix). 

Source 

lU! -database 

lUI -database 

lUI -database 

United Nations 

lU! -database 

OECD (1995) 

United Nations 

RSET: Relative endowment ofhigh-skilled labor in the host country, defined as the 

number of researchers, scientists, engineers and technicians per thousand inhabitants in host 

country l. We interpret RSET as a proxy for a country's general skillieveI. 

A time dummy is inc1uded to controi for possible time-specific effects, since the 

analysis uses a sample based on pooled observations from two years. We know for example 

that the internationalization ofR&D has increased over time. Additive industry dummies are 
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also included in the estimations to take into account industry-specific effects. 

To summarize the preceding discussion, we will test the following relationships 

(expected sign in parentheses): 

RKL =g[ (. )PROD , (. )GDP , (.)RINT , (. )RSPEC , (. )RSET ] 

RSHARE =h[ (.)PROD, (.)GDP, (.)RSPEC , (.)RSET] 

A variable proposed to exert a negative impact on the internationalization of R&D is 

economies of scale in the R&D function. These may arise from indivisibility of the 

equipment used and the need for a critical mass of researchers. Unfortunately no such 

variable could be included in the present analysis. First, the variable is not directly 

available. 13 With mixed results, Mansfield, et al. (1979) used the absolute size of the firm 

as an alternative. However, a measure of absolute firm size tums out to be strongly 

correlated with the variable PROD in our data set. 

4. Econometric method 

Since the dependent variable RSHARE contains a large share of zeroes (56%), we use a 

selection bias corrected regression method, see e.g., Fomby, et al. (1984, ch. 16). The 

method enables a separation of the probability and marginal effects of the explanatory 

variables on the location of overseas R&D. 14 First a Probit function is estimated via 

maximum likelihood procedures for the overall sample to obtain the probability effect 

(1) 

where F denotes the cumulative standard normal distribution and RKL takes the value one 

if RSHARE > O and zero if RSHARE = O. Hence, Pr(RKLjd is the probability that MNEj 

undertakes overseas R&D in industry k in country l, given the values of the vector of . 

l1lirschey and Caves (1981) used average plant size as a proxy for the relative effieient seale of R&D 
units between industries, and found a negative relationship between effieient seale and share of R&D abroad. As 
many firms in the present sample have several plants in Sweden (and in some eases even in the same host 
eountry) we do not have a good measure of plant size. 

14Altematively a Tobit model could have been used; however, the disadvantage with sueh a mode! is 
that the interpretation of the probability and marginal effects is less straight forward. 
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explanatory variables Z. The vector of parameters al indicates the influence of the 

explanatory variables on Fl [Pr(RKLjI)]. Based on the Probit estimates, the sample selection 

correction variable Hec1cman's lambda, ÅH' is computed according to 

(2) 

where/is the standard normal density function, and F is defined as above. In a second step, 

OLS is applied to observations with RSHARE > O, with the estimated Hec1cman's lambda 

inc1uded, 

(3) 

where the vector Y denotes another set of explanatory variables (in the present analysis the 

same as Z with the exception of RIN1), PI denotes the corresponding parameters showing 

the marginal effect on RSHARE, y is the parameter for Heckman's lambda and v is the error 

term. OLS estimation of (3) yields consistent parameter estimates. 

5. Empirical results 

In this section we report the results from the first stage Probit analysis and the second stage 

Heckman's lambda corrected OLS regressions. To investigate the stability of the results, four 

different versions of the model are estimated. We also consider an alternative measure of the 

technological specialization ofhost countries. 

Table 2 reports the results from the Probit estimations with RKL as the dependent 

variable. We see that the share of a MNE's production accounted for by operations in a 

certain host country, PROD, and the R&D intensity of the MNE, RINT, are both positively 

associated with the probability to underta1ce R&D in a host country. The estimated 

parameters for P ROD and RINT are positive and significantly different from zero at the 1% 

level, using a two-tailed t-test. The results are stable across the four versions. The 

parameters for RSPEC and the other explanatory variables are not significantly different 

from zero . Hence, there is no significant relationship between the probability to undertake 

R&D in a host country and the technological specialization ofthat country. 
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Additive time and industry dummies were incJuded in the regressions, but only a few 

of the industry dummies are significant. These results are not reported here, but available 

on request. 

The results from the OLS regression with RSHARE as the dependent variable are 

shown in Table 3. First we note that PROD is positive and significantly different from zero 

at the 5% leve!. Hence, the higher the share of a firm's production located to a certain host 

country, the higher the share of the firm's total R&D located to that country. The results 

from both the Probit and OLS analysis for PROD suggest, in accordance with the earlier 

literature, that adaptation may be an important motive behind undertaking overseas R&D. 

Host-country market size, measured by GDP, tums out not to be signif1cant. This means 

that we do not find any additional effect of market size on the location of overseas R&D 

apart from what can be captured by PROD. As already noted, RlNT is not inc1uded in the 

OLS estirnations, since the share of total R&D located to a certain country is not expected 

to be associated with the R&D intensity of the entire MNE. 1S 

Turning to the explanatory variable of main interest in this paper, RSPEC, the 

estimated parameter has the expected positive sign in the OLS regression. The results are 

significant at the 5% level in the first three versions ofthe regression, and at the 10% level 

in the last version, and the estimated parameter of RSPEC is relatively stable across the 

different versions. Hence, MNEs appear to locate alarger share of their total R&D 

expenditures to host countries that are relatively specialized technologically in their 

particular industries. By use of an interaction dummy variable to take into account possible 

changes over time, we allowed the slope coefficient for RSPEC to vary: however, no 

significant difference between 1918 and 1990 can be discemed. 

The general skilllevel ofhost countries, RSET, is not significant in any estimations. 

Fina11y, the correction variable AH and the industry and time dummies do not tum out to be 

significant in the OLS regressions. 

ISWith regan! 10 the identification of the two equations, it is also desirable that not exactly the same set 
of variables are used to explain the two dependent variables RKL and RSPEC, respectively. 
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TABLE 2. ESTIMATIONRESULTS PROBIT. DEPENDENT VARIABLE: RKL 

Explanatary (i) (ii) (iii) (iv) 
variables 

PROD 3.81 *** 3.73*** 3.73*** 3.79*** 
(0.94) (0.93) (0.93) (0.94) 

GDP 0.12 0.11 
(0.077) (0.076) 

RINT 24.22*** 24.01 *** 23J9*** 23.48*** 
(5.91 ) (5 .87) (5.81) (5.83) 

RSPEC -0.11 -0.14 -0.19 -0.17 
(0.12) (0.12) (0.12) (0.12) 

RSET -0.082 -0.065 
(0.078) (0.077) 

Correct pred. 71% 70% 71% 70% 

No. of obs. 244 244 244 244 

No.ofRKL=O 137 137 137 137 

Nates: *** indicates significance at the 1 % level, using a !wo tailed t-test. Standard errors in parentheses. The 
intercept is allowed to vary across different industries and over time (see Table Al), by use of additive dummy 
variables. The results are not reported here, but available on request. 

TABLE 3. ESTIMATlON RESUL TS OLS. DEPENDENT VARIABLE: RSHARE 

Explanatary (i) (ii) (iii) (iv) 
variables 

PROD 0.52** 0.52** 0.57** 0.57** 
(0.26) (0.26) (0.27) (0.26) 

GDP 0.0073 0.0090 
(0.011) (0.011) 

RSPEC 0.055** 0.062** 0.055** 0.049* 
(0.025) (0.026) (0.026) (0.026) 

RSET 0.014 0.014 
(0.0085) (0.0085) 

HECKMAN'sA -0.028 -0.037 -0.0063 0.0025 
(0.066) (0.068) (0.069) (0.067) 

Adj R' OJO OJI 0.31 OJ1 

F-value 3.44 3.59 3.75 3.62 

No. of obs. 107 107 107 107 

Nates: ** and * indicate significance at the 5 and 10% leve!, respectively, using a !wo tailed t-test. Standard 
errors in parentheses, are White (1980) Heteroskedasticity consistent. The intercept is allowed to vary across 
different industries and over time (see Table Al), by use of additive dummy variables. The results are not 
reported here, but available on request. 
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RTA as a measure of techn%gical specialization 

To check the estimation results obtained with the R&D-based measure of 

technological specialization, RSPEC, we also use an alternative measure which is based on 

patents, "Revealed Technological Advantage", RTA. This index is calculated in the same 

way as RSPEC, but the number of patents granted in the VS is inserted into the formula, 

instead ofR&D expenditures. As the VS is an important market for most countries, patents 

granted in the VS can be used as an indicator of innovative capacity (pearce and Singh, 

1992). The dataonRTA are from Cantwell (1989) and they generate a considerably smaller 

sample than the one analyzed above, since fewer industries are incIuded. The sample 

comprises 87 observations, ofwhich 35 recorded overseas R&D16 

From Table 4, showing the results from the Probit analysis, it is seen that the results 

for PROD and RINT are in line with the earlier estimations, aIthough at a lower leve! of 

significance. The parameter for RTA is not significant when considering the pool ed sample 

of observations from 1978 and 1990. However, when we incIude an interaction dummy for 

RTA for the year 1978, the parameter for RTA is positive and significant at the 5% level for 

1990. In Table 4, we only report the estimation results for the model without GDP and 

RSET. Inclusion ofthese two variables did not change the results, and non of the variables 

turned out significant. 

Even if the two samples using RSPEC and RTA, respectively, ditIer considerably in 

size and industry coverage, the empirical results both point in the same direction, although 

we only find significant etIects with RTA for 1990. We do not report the results from the 

OLS, since no significant results were obtained. This is probably explained in part by the 

small sample considered in the OLS regression when we use the RTA measure. 

16RTA was only available as an average for the period 1963-83. This average is used in cormection with 
finn and other country data from 1978 and 1990, respectively. Since the RTA indices are rather stable over time 
(CantweIl 1989), this should not pose a major problem F or example, the Pearson correlation coefficient between 
RSPEC(J 978) andRSPEC(1990) is as high as 0.80, indicating little change in the countries' positions over a 12-
year period when using the R&D-based measure. 
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TABLE 4. ESTIMATION RESULTS PROBIT WITH RTA AS MEASURE OF 
TECHNOLOGICAL SPECIALIZATION. DEPENDENT VARIABLE: RKL 

Explanatory 
variables 

PROD 

RlNT 

RTA 

RTAxD78 

Correct pred. 
No. of obs. 
No.ofRKL=O 

No interaction dummy for RTA 

3.10* 
(1.58) 

14.72* 
(8 .55) 

0.59 
(0.48) 

69% 
87 
52 

With interaction dummy for RTA 
Re[erence group: 1990 

3.61 ** 
(l.72) 

18.52** 
(8.83) 

1.49** 
(0.68) 

-2.48** 
(1.18) 

77% 
87 
52 

Notes: ** and * indicate significance at the 5 and 10% leve!, respectively, using a !Wo tailed t-test. Standard 
errors in parentheses. The intercept is allowed to vary across different industries and over time (see Table Al), 
by use of additive dwnmy variables. The results are not reported here, but available on request. 

6. Concluding remarks 

The empirical evidence from this study first suggest that the location of overseas R&D by 

Swedish multinational enterprises is motivated to a large extent by the need to adapt 

products and processes to conditions in the foreign markets where the firms operate. This 

is consistent with the earlier literature on overseas R&D. 

When we controi for factors related to adaptation, we also find that the Swedish 

firms locate a higher share of their R&D expenditures to host countries which are relatively 

specialized technologically in their industry. We measure a country's specialization in a 

particular industry in terms of R&D expenditures relative to other countries. This finding 

may suggest that one additional motive to locating R&D abroad is to gain access to 

knowledge in foreign "centers of excellence" and to benefit from localized spillovers. 

Hence, it is possible that the foreign affiliates could be seen as a MNE's interface 

with technological knowledge in host countries. However, in the present analysis we have 

only established a positive relationship between the share ofR&D located to a certain host 
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country and the country's technologicaI speciaIization. In future work it would be interesting 

to analyze the effects of this suggested "technology sourcing strategy" on both the parent 

company and the foreign affiliates perfonning the overseas R&D. The important question 

to answer is whether the technology sourced in a host country will benefit the entire MNE, 

or only the units located in the foreign country. 
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Appendix 

TABLE Al.INDUSTRIES AND COUNTRIES INCLUDED IN SAMPLE 
NUMBER OF OBSERVATIONS 

Induslries ~k2 COWllries (Q 

Food, Beverages & Tobacco 5 France 24 
Textiles, Apparei & Leather 3 Italy lO 
Wood products & Fumiture 18 Netherlands 18 
Paper, Paper prod. & Printing 25 Gennany(a) 39 
Chemicals excl. Drogs 26 Denmark 28 
Drogs & Medicines 6 Finland 22 
Rubber & Plastic Products 13 United Kingdom 38 
Non-metallic Mineral Prod. 8 
Iron & Steel lO Japan 4 
Non-ferrous Metals 2 USA 45 
Metal Products 38 Canada 9 
Non-eleclrical Machinery 52 Australia 7 
Elec. Mach. excl. Comm Eq. 21 
Commurucation Eq. Radio, TV 4 
Motor Vehicles 8 
Other Transport Equipment I 
Professional Goods 4 

AU industries 244 AU countries 244 

No/e: (a) Gennany in 1978 refers to West Germany. 



TABLE A2. MEANS OF VARIABLES 

Variables PROBIT (n=244) OLS(n=107d 

RKL 0.44 
(0.50) 

RSHARE 0.11 
(0.17) 

PROD 0.087 0.12 
(0.12) (0.16) 

GDP 8.39 8.61 
(1.29) (1.18) 

RINT 0.025 
(0.024) 

RSPEC 1.14 1.02 
(1.15) (0.70) 

RSET 4.11 4.07 
(1 .18) (1.18) 

HECKMAN'sA 
0.73 

(0.37) 

Note: Standard deviations in parentheses. 

TABLE A3. CORRELATION MATRIX FOR SAMPLE USED IN THE PROBIT 
PEARSON CORRELATION COEFFICIENTS 

Variable RKL PROD GDP RINT RSPEC 

PROD 0.25*** 
GDP 0.15** 0.056 
RINT 0.24*** -0.044 0.081 
RSPEC -0.094 0.069 -0.33*** -0.063 
RSET -0.030 0.12 0.060 0.056 0.21 *** 

Note: *** and ** indicate significance at the l and 5% level, respectively. 

TABLE A4. CORRELATION MATRIX FOR SAMPLE USED IN THE OLS 
PEARSON CORRELATION COEFFICIENTS 

Variable RSHARE PROD GDP RSPEC RSET 

PROD 0.58*** 
GDP 0.053 0.088 
RSPEC 0.24** 0.17* -0.22** 
RSET 0.17* 0.15 0.13 0.23** 

AH -0.26*** -0.53*** -0.31 *** 0.16 0.080 

Note: ***, ** and * indicate significance at the l, 5 and 10% level, respectively. 
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lVI dissertations 

Researchers who have worked on their degree at IUI and the title of their 

dissertation. (Doctor's degree in economics unless otherwise stated.) 

1944-1954 

Folke Kristensson (business administration). Studier i svenska textila industriers 

struktur (Studies in the Structure of Swedish Textile Industries). 1946. 

Jan Wallander. Flykten från skogsbygden (The Exodus from the Forest 

Regions). 1948. 

Erik Dahmen. Svensk industriell företagarverksamhet (Entrepreneurial Activity 

in Swedish Industry). 1950. 

Roland Artle. Svenskt distributionsväsende (Swedish Distributive Trades). 1952. 

Ragnar Bentzel. Inkomstfördelningen i Sverige (The Distribution of Income in 

Sweden). 1952. 

1955-1965 

Odd Gulbrandsen. Strukturomvandlingen i jordbruket (The Structural Trans­

formation in Agriculture). 1957. 

John Ekström (licentiate). Den textila konsumtionen (The Consumption of 

Textiles). 1958. 

Göran Albinsson-Bruhner (licentiate). Svensk verkstadsindustri. Struktur och 

utvecklingstendenser (The Engineering Industries in Sweden. Structure 

and Tendencies of Development). 1961. 

Lars Nabseth. Löneökningars verkningar inom industrin. En studie av anpass­

ningsprocessen inom företaget (The Effects of Wage Increases in Industry. 

A Study of the Process of Adaptation within the Firm). 1961. 

Erik Höök. Den offentliga sektorns expansion. En studie av de offentliga civila 

utgifternas utveckling åren 1913-58 (The Expansion of the Public Sector 

- A Study of the Development of Public Civilian Expenditures in 

Sweden 1913-58). 1962. 

Bengt G. Rundblad (sociology). Arbetskraftens rörlighet. En studie av en lokal 

arbetsmarknad (The Mobility of Labour. A Study of a Local Labour 

Market). 1964. 



1966-1976 

Karl G. Jungenfelt. Löneandelen och den ekonomiska utvecklingen. En 

empirisk-teoretisk studie (Labour's Share and Economie Development). 

1966. 

Bengt Höglund (written at Lund University). Modell och observationer. En 

studie av empirisk anknytning och aggregation för en linjär produktions­

modell (A Study of Empirical Implementation and Aggregation for a 

Linear Model). 1966. 

Gunnar Eliasson. Kreditmarknaden och industrins investeringar (Manufacturing 

Industry Finance and Short-Run Investment Behaviour). 1967. 

Lars Kritz (licentiate, ethnogeography). Godstransporternas utveckling i Sverige 

1950-66 med utblick mot 1980 (Freight Transportation Trends in Sweden 

1950-66 and the Outlook for the Seventies). 1968. 

Lennart Ohlsson (licentiate). Utrikeshandeln och den ekonomiska tillväxten i 

Sverige 1871-1966 (Foreign Trade and Economie Growth in Sweden 

1871-1966). 1969. 

Villy Bergström (licentiate, written at Uppsala University). Den ekonomiska 

politiken i Sverige och dess verkningar (Economie Polides in Sweden and 

their Results). 1969. 

Lars Lundberg (licentiate, written at Umeå University). Kapitalbildningen i 

Sverige 1861-1965 (Capital Formation in Sweden 1861-1965). 1969. 

Lars Wohlin. Skogsindustrins strukturomvandling och expansionsmöjligheter 

(Forest-Based Industries: Structural Ch ange and Growth Potentials). 

1970. 

John Skår. Produksjon og produktivitet i detaljhandelen (Production and 

Productivity in the Retail Sector). 1971. 

Bengt Ryden. Fusioner i svensk industri (Mergers in Swedish Industry). 1971. 

Anders Klevmarken (statistics ). Statistical Methods for the Analysis of Eamings 

Data with Special Application to Salaries in Swedish Industry. 1972. 

Rolf Rundfelt (business administration). Reklamens kostnader och bestäm­

ningsfaktorer (Advertising Costs in Sweden - Structure and Determi­

nants). 1973. 



Ulf Jakobsson och Göran Normann (partly written at Lund University). 

Inkomstbeskattningen i den ekonomiska politiken (Personal Income 

Taxation and Economic Policy). 1974. 

Göran Eriksson. Företagens tillväxt och finansiering (Growth and Financing of 

the Firm). 1975. 

Lennart Ohlsson. Svensk verkstadsindustris internationella specialisering 

(Patterns of Engineering Trade Specialization in Sweden). 1976. 

Lars Kritz (ethnogeografy). Transportpolitiken och lastbilarna (Transport Policy 

and the Lorries - A Study of the Effects of Regulation and Deregula­

tion). 1976. 

Lars Lundberg (written at Umeå University). Handelshinder och handelspolitik 

(Barriers to Trade and Trade Policy - Studies of the Effects on the 

Swedish Economy). 1976. 

Siv Gustafsson. Lönebildning och lönestruktur inom den statliga sektorn 

(Determination and Structure of Salaries in the Government Sector of 

Sweden). 1976. 

Johan Facht (licentiate). Emission Contral Costs in Swedish Industry. 1976. 

1977-

Hans-Fredrik Samuelsson (business administration). Utländska direkta 

investeringar i Sverige (Foreign Direct Investments in Sweden - An 

Econometric Analysis). 1977. 

Birgitta Swedenborg. The Multinational Operations of Swedish Firms. 1979. 

Tomas Pousette (licentiate). Efterfrågan på telefontjänster och telefoner 

(Demand for Telephone Services and Telephones). 1976; Teletjänster -

priser och investeringar (Telephone Services - Prices and Investments). 

1979. 

Gunnar Du Rietz. Företagsetableringarna i Sverige under efterkrigstiden (The 

Firm Establishments in Sweden in the Post-War Period). 1981. 

Richard Murray. Kommunernas roll i den offentliga sektorn (The Role of the 

Local Governments in the Public Sector). 1981. 

Jonas Agell (written at Uppsala University). Tax Reforms and Asset Markets. 

1985. 



Kenneth A. Hanson. Adaptive Economics m Disequlibrium: Essays on 

Economic Dynamics. 1986. 

Nils Henrik Schager. Unemployment, Vacanc:y Durations and Wage Increases: 

Applications of Markov Processes to Labour Market Dynamics. 1987. 

Joyce Dargay . F actor Demand in Swedish M anufacturing: Econometric Analyses . 

1988. 

Eva Christina Horwitz (licentiate, written partly at the Board of Cornmerce). 

Analys av exportutvecklingen: Metoder och tillämpningar (Analysis of 

Export Development: Methods and Applications). 1988. 

Christina Hartler (licentiate). Hushållens fastighetskapital och reala sparande. 

(coauthor Jan Södersten.) 1989. Agricultural Pricing and Growth. 1991. 

Thomas Lindh. Essays on Expectations in Economic Theory . 1992. 

Eva M. Meyerson (sociology). The Impact of Ownership Structure and 
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R&D and Technology Transfer by 
Multinational Enterprises 

Gunnar Fors 

The existence of multinational enterprises (MNEs) is to a large 
ex tent attributed to the creation and utilization of firm-specific 
intangible assets, such as technological knowledge generated by 
research and development (R&D). This thesis focusses on two 
questions related to R&D and technology transfer by MNEs. 
First, to what ex tent do firms transfer technology to their affili­
ates located abroad? Second, what are the motives for under­
taking R&D in the foreign affiliates? 

These issues are important for a broader understanding of 
technology transfer between countries, since MNEs perform the 
bulk of the world's industrial R&D, and are also keyactors in the 
international diffusion of technological knowledge. The empiri­
cal analysis is based on detailed data on Swedish MNEs collected 
by IUI since 1965. 
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