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FOREWORD

In recent years IUI has concentrated much of its research efforts on the develop­
ment and use of econometric models of the Swedish economy. Although full scale
economy-wide modeIs are difficult to estimate and implement, they are essentiaI for
analyzing many relevant policy problems. One result of lUIs research in this ·area is
ISAC - a disequilibrium model in the "Keynesian" tradition - which is documented
in this book. The analytical focus of this model is on the testing of theory and the
evaluation of policy. The model has been used in evaluating energy policy, fiscal
programs, and local government control, as reported in earlier IUI publications.
This project has been headed by Professor Bengt-Christer Ysander.

In constructing ISAC and applying it to energy analysis, IUI has collaborated with
EFI at the Stockholm School of Economics, particularly with Professor Lars Berg­
man. His paraIlei research with the equilibrium ~odel-ELIAS - which is also docu­
mented in this volume, represents another, more "classical" tradition in macro mo­
del building.

The common purpose of the two models is to capture the various mechanisms by
which disturbances and shifts in world markets induce structural adjustment in the
small and open Swedish economy. The models are two different analytical tools that
have been applied to the same type of problems, and a comparison between them
should therefore prove both methodologically and empirically interesting.

Stockholm in January 1986

Gunnar Eliasson
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1. A ','Model" History of the Swedish Economy

The postwar development of the Swedish economy is reflected in the history of its
medium-term macroeconomic modeis. The 50s and 60s were a period of fast
growth and relative price stability. Swedish exports were boosted first by recon­
struction needs in war-ravished Europe and later by the trade liberalization which,
part of the time, was reinforced by an undervaluatio]1 of the Swedish crown. The
stability of the international monetary system and the seemingly weIl established
pattern of expanding world trade induced the government to take for granted
continued industrial competitiveness and the possibility of full employment poli­
cies. Medium-term policies were focused on distributing the gains of industrial
productivity growth and international trade through a fastly expanding public
welfare system.

The main task of the governmen(s medium-term surveys was to check on the
consistency of allocative schemes and to provide a framework for the long-term
public expenditure plans, which - in the 60s - were becoming increasingly elabo­
rate by means of various PPBS1-procedures. When the first medium-term macro­
economic model was developed by the Treasury in the late 60s, its aim was mainly
to enhance computational convenience and further ensuring internai consist~ncy in
constructing balanced growth scenarios for the medium-term surveys (Åberg
1971). A static multisectoral model was used to compute desired equilibrium
values at some future target date and to describe - or prescribe - balanced growth
paths from the present to the target. The model only dealt with developments in
real terms with consistent aggregate price and wage structures being computed
afterwards. Although becoming successively more detailed and elaborate in terms
of sector disaggregation etc., the methodology of Treasury models remained
unchanged throughout the 70s (Ministry of Finance 1976).

Meanwhile the focus of medium-term problems changed drastically during the
70s. The iflcreased price and exchange rate instability and uncertainty, demon­
strated, and partly caused by, the oil price hikes, gave in Sweden rise to dramatic
swings in industrial production and investment activity during the latter part of the
decade. The shifts in wor'd market demand also revealed aseriously deteriorated
position for ma'ny of the raw materials and investment goods on which Swedish
exports had been traditionally based. Interest became focused on the need for
structural adjustment in" industry to eliminate a mounting balance of payment
deficit. The rapid expansion of local government consumption and central govern­
ment transfers, partly used as- a means of "bridging" the employment problems
rluring international recessions, had simultaneously created a domestic budget
deficit problem, which, with mounting real interest rates, threatened to lead fiscal
policy into a "debttrap".

These problems meant new challenges for macromodelling. A major task of
medium-term models now had to be to take explicit account of the price uncertain­
ty and to measure the propagation and impact of changes in world market prices

1 Planning - Programming - Budgeting - Systems.



and in Swedish competitiveness. It thus became of strategic importance to inte­
grate price and wage formation into the models and to be able to use the models
for tracing the effects of price changes on industrial profitability and investment in
different sectors.

To be able to analyze the mechanisms of structural change the models must
furthermore be dynamic in the sense of i.a. taking explicit account of the economic
inertia represented by a given vintage structure of industrial capital and the lagged
response of consumer demand. Finally , to provide a basis for policyanalysis, the
models should make it possible to study how various kinds of price policies and
stabilization regimes could be used to ease the necessary structural and financial
adjustments.

The two models documented in this book represent the first attempts - started in
the late 70s - to meet these challenges. 2 They are based on widely different
modelling concepts but did nevertheless result from a cooperative effort, incorpo­
rate many common dynamic mechanisms, exploit the same data-base and share
many common econometric estimates. They were also initially employed to ana­
lyze the same problems, namely the impact of oil price shocks on the Swedish
economy and possible policy means to insure in advance against, and/or to ease the
adjustment after, unexpected dramatic changes in world market prices. The results
of that study have already been extensively documented (cf. Ysander 1983b,c).

The first model, ELIAS,3 is a six sector multiperiod equilibrium model devel­
oped by Lars Bergman at the Stockholm School of Business as a dynamic counter­
part to an earlier static model of his (Bergman 1982). Like the other model,
ISAC,4 it incorporates price and wage formation and explicit links with the world
market, treats capital accumulation in terms of vintages and determines consumer
demand by linear expenditure functions. Apart from these dynamic elements it
does not however - unlike ISAC - recognize any other sources of market inertia or
rigidities. The market for both products and factors are thus assumed to clear by
price adjustment in each period - where however the "period" may be interpreted
as extending over several years.

The ELIAS model, as weIl as separate submodels developed by Bergman for
different sectors of energy use, has been extensively used for the -analysis and
evaluation of Swedish energy policy. Besides the studies resulting from the com­
mon project already mentioned above (cf. Bergman-Mäler 1981, 1983) the model
was used for evaluating the probable impact of discontinuing nuclear power
production in Sweden (Bergman 1981).

The second model, ISAC, is a 36 sector disequilibrium model, developed by
Ysander, Nordström and Jansson at the Industrial Institute for Economic and
Social Research (IUI) in Stockholm, building on an earlier static model at the
institute resembling the above mentioned Treasury model. By incorporating va-

2 For a dlscussion of other modeis, mainly developed for pedagogieal purposes, ef. Lybeck
et al. (1984).
3 Energy, Labor, Investment Allocation and Substitution.
4 Industrial Structure And Capital Growth.
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rious kinds of rigidities in price and wage formation it allows for disequilibria both
in foreign trade and in the factor markets. The behavior of local governments, who
employ about a quarter of totaliabor in Sweden, is endogenously determined by
way of an integrated submodel. A fairly detailed treatment of central government
taxes and transfers makes it possible also to use the model for simulating various
kinds of fiscal policies and stabilization regimes.

The ISAC model has been used for several different kinds of policy evaluation
studies. The studies concerning energy policy have already been mentioned (cf.
Ysander 1983a, Nordström-Ysander 1983 and Ysander-Nordström 1983): A medi­
um-term macroeconomic forecast was carried out by model simulations in 1979
(Ysander-Jansson-Nordström 1979). The long-term interrelation between industri­
al structural change and government expansion was analyzed in a study in 1980
(Nordström-Ysander 1980). Finally the efficiency of fiscal policy and wage policy
in controlling local governments has been analyzed by model simulations
(Ysander-Nordström 1985).

The Swedish Treasury has also recently raised its ambitioo-s in regard to medi­
um-term modeis. Partly based on the experience of the ISAC model and with the
aid of two of its authors, an aggregate dynamie model, incorporating for the first
time price and wage formation, was developed within the Treasury during 1982
and used for the 1984 medium-term survey. (Cf. Nordström 1982, Ministry of
Finance 1984).

2. International Trade and Structural Change

A common starting point for the modelling work is the fact that Sweden is a small
open economy which in both models is interpreted to mean La. that the supply of
imports is perfectly elastic and that developments in the world economy can be
treated as exogenously given.

A major task for the macromodels is to represent as accurately as possible the
mechanisms by which price and qemand changes in the world market are transmit­
ted to the Swedish econömy and there induce structural adjustment.

The transmission is modelled by export- and import-functions for the tradable
goods sector of Swedish industry. In both models the level of export and import for
each type of commodity depends on relative price and on the demand in world
market and domestic market, respectively. Econometric estimates of price and
demand elasticities are used, directly in ISAC and modified by theoretical consid­
erations in ELIAS.

The prices of Swedish producers can thus deviate from those of foreign competi­
torso In Bergman's competitive equilibrium model this is explained by the assump­
tion of "country-specific" commodities (cf. Armington 1969), while ISAC assumes
price-setting producers in monopolistic competition adjusting their profit margins
with regard both to the competitors' prices and to capacity utilization.

This specification of export and import functions must, however, be regarded as
verv rou~h approximations. There are reasons to expect that in some cases it is the
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relative change rather than the level that will be a function of relative price
development. The elasticity can moreover be expected to vary depending both on
specific competitive conditions limiting the range of price competition and on
general business conditions. The market reactions to price increases and price
decreases are not necessarily symmetrical in amplitude and time-structure. A
particular form of specification bias is also implied by the omission of all transac­
tion and marketing costs other than price.

In the macromodels these behavior patterns are aggregated over different
commodities and different time-phases which means i.a. that sight is lost of the
changes in commodity composition within each aggregate. This may in itself make
it difficult to interpret the price elasticities. We may be comparing aggregates of
different compositions - e.g. domestic sales versus imports of a certain composite
good or exports versus world market trade - which means that the measured
changes in relative price may in part not be due to different price development for
individual goods but simply reflect the different composition of the aggregates.
Changes in composition may moreover caU forth changes in the aggregate rate of
price change even without a changing rate in any individualline of goods. There is
e.g. some evidence indicating that Swedish firms react to a profit squeeze by
concentrating their marketing efforts on those less contested markets and commo­
ditYlines where they can raise prices without losing too many customers. The fact
that the estimated relative price elasticities are rather low in magnitude - between
1 and 2 - may therefore partly be explained by marketing efforts being concentrat­
ed to price-insensitive subgroups within each aggregate.

The price elasticities used may thus be biased particularly in measuring effects of
general relative price changes. However, sensitivity analysis seems to indicate that
for a reasonable range of elasticity values the demand growth will still exert a
dominant influence (Nordström 1982).

Changes in world market growth and/or price can be expected to affect Swedish
industry in several stages. The immediate impact on sales will first be reflected in
changing factor earnings - wages and profits. It will be further buffered by a
changed rate of scrapping of old production capacity , and in ISAC - with produc­
ers in monopolistic competition - also by modified price-setting in foreign and
domestic markets, respectively. By changing price and profit expectations the
transmitted signals will in the next stage also influence investment behavior and by
that the long-term resource allocation and industrial structure.

3. The Dynamics of Capital Accumulation

The time-lags and inertia in structural adjustment are in both models represented
by distinguishing the various vintages of productive capital. Capital is thus model­
led as being "putty-clay". In the ex ante production functions there are no
restrictions on input substitution. The shares for capital ,labor and energy can be
freely selected in order to minimize cost in terms of expected input prices. Once
installed however the capacity becomes "clay" , Le. the capital ratio is fixed and no
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further substitutions between major input aggregates are possible. At any given
point of time the total production capacity of an industrial sector will thus be made
up of a long line of different vintages, whose diverse input ratios "embody" the
price expectations current at the time each vintage capital was invested. As a
consequence the ex post functions will exhibit decreasing returns to scale in labor
even when the ex ante production functions are linearly homogeneous.

The vintage structure of capital explains both why structural adjustment to
world market changes is slow and why complete specialization is avoided even in
competitive equilibrium models like ELIAS.

A long-term deterioration in the international competitive position of a particu­
lar branch of Swedish industry will only gradually be reflected in a shrinking of the
productive capacity of that industry. The structural adjustment will come about by
an increase in the scrapping of old plants and a decrease in the investment in new
capacity. The funds and real resources thus released will successively be trans­
ferred to other and move profitable lines of production. In the same manner
increased capital costs, caused e.g. by raised real interest rates, will only gradually
become fully reflected in changed capital ratios.

The structural adjustment will in general proceed somewhat slower in ISAC
than in the competitive equilibrium world of ELIAS, since "sticky" pricing and an
evening out of utilization between plants - due to technological reasons and
employment considerations - will delay the weeding out of plants earning a zero or
negative quasi-rent. On the other hand, the decline in sales and profit will for the
same reason be correspondingly greater and will react both on prices and invest­
ment and thus reinforce adjustment. Altogether adjustments in ISAC will, howev­
er, be somewhat slower and carried out on a lower profit level than what would be
the case in a perfectly competitive world.

Since both models assume a fixed exchange rate regime, a deterioration of the
terms-of-trade by e.g. import pri~e increases not matched by price increases in the
export markets, will not be accommodated by a changing exchange rate. Adjust­
ment to the diminished real national income must instead come about through
lowered real wages and various kinds of import substitutions. Tendencies of rising
deficits in the 1:?~lance of pay~ents will in the ELIAS model be automatically
countered by a rise in domestic saving, while in ISAC this would normally require
government intervention; In both models the change in import prices would
modify the pattern of input prices and thus influence both the choice of technology
and the allocation of investment resources. Changed profit expectations and
capacity utilization will also affect investment decisions in ISAC, where these
decisions are represented by investment functions, while in ELIAS the total gross
saving ratio is exogenously given.

4. The Energy Economy

The experience of the oil price hikes in the 70s made it particularly interesting to
model and measure the effects on the Swedish economy of changes in the interna-
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tional energy markets. As already mentioned the concern about the impact of oil
price changes was in fact one of the major reasons for starting the modelling work.

A principal ambition in both models has therefore been to represent as accurate­
lyas possible the structure of energy demand both by households and by industry.
In modelling industrial energy demand technological choices are represented in a
way that can be interpreted as reflecting a multistage decision-making. In ELIAS
nested CES-functions are used. The first choice is between a capital-Iabor compos­
ite and an energy composite. In the second stage the substitution possibilities
within the composite commodities are exploited, capital versus labor and electric­
ity versus fuels, respectively. Once these ex ante choices are made, the input
shares are regarded as fixed for that vintage.

In ISAC an ex ante choice is made regarding the input shares for capital, labor,
electricity, fuels and other intermediate goods. Within the fuels aggregate, how­
ever, ex post substitution can be made between oil, coal and domestic fuels. The
rationale behind this assumption is that the choice of fuel often has only limited
effects on the rest of the installed production technology.

This relatively detailed specification of industrial energy demand combined with
the vintage capital approach makes it possible to study the technological adjust­
ment necessitated by e.g. sudden oil price increases. One of the main results of the
energy policy studies mentioned earlier was to show that a major part of the
macroeconomic impact of oil price hikes on the Swedish economy is due to various
kinds of economic inflexibility. The ELIAS simulations were particularly con­
cerned with the technological inflexibilities and with ways of designing and invest­
ing more flexibility in regard to energy use into the economy. In the study
employing the ISAC model which incorporates a good deal of price and market
inflexibilities as weIl as a wide range of government policy instruments, interest
was more focused on designing and safeguarding flexible policies to compensate
for the rigidities of the markets (Ysander 1983 b,c).

5. Classical versus Keynesian Modelling

We have so far mainly dealt with the aims and features common to the two models
- the way price signals and shifts in the world markets are transmitted through
foreign trade into Sweden's small open economy and there gradually transform
capital structure, production technology and energy use through the successive
replacement of old vintages.

Of at least equal importance and interest, however, are the conceptual differ­
ences in approach between the modeIs. They, in fact, seem weIl suited to exempli­
fy the methodological dissimilarities between the two traditions in macromodelling
often , somewhat inaccurately and simplisticaIly, identified as "classical" and
"Keynesian" .5

5 For a stringent but more narrow definition of elassieal and Keynesian maeromodels, ef.
e.g. Sargent (1979).
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The label "classical" is here meant to refer not so much to the common
foundations of neoclassical analysis as to some characteristic premises and priori­
ties shared both by "old" and "new" classical economists. Models in this tradition
are usually built on the assumption of a competitive equilibrium with immediate
market clearing, and priority treatment is often given to the supply side of the
economy, with demand, and particularly public demand and policy, dealt with in a
more summary fashion. In the unavoidable trade-off between on the one hand
theoretical consistency and coherence and on the other hand empirical verification
and realism, model builders in this tradition tend moreover to favor the former.

The "Keynesian" modellers usually lean the other way and therefore tend to
incorporate various forms of marked rigidities. and limits to competition into their
macromodels, even at the risk of having to accept "adhocery" and divergencies
from the postulates of rationaI behavior. The recognition of market failures is
moreover seen as implying the need for government intervention and demand
management, requiring a more detailed specification of demand structure and
policy instruments.

In terms of this oversimplified dichotomy ELIAS should undoubtedly be called
a classical model while ISAC seems well qualified for the Keynesian label.

ELIAS is a competitive equilibrium model, assuming immediate market clear­
ing. It extends the earlier analysis of multisectoral growth by Leif Johansen (1960)
mainly by "opening" the model and explicitly formulating the linkage to the world
markets and by taking account of the dynamics of capital accumulation by using a
vintage representation of technological choice. The emphasis is on analyzing
supply side developments although household demand is represented by a linear
expenditure system, common with ISAC. Government demand is taken as an
exogenously given aggregate and no taxes or any other policy instruments are
explicitly specified. The specification of the model is to a large extent directly
derived from neoclassical economic theory. To achieve this some empirical accura­
cy must be sacrificed by substituting calibrations and "guesstimates" for econo­
metric estimates. It is also in line with the ambition of theoretical transparency to
keep the model relatively small and compact. The specification has moreover been
formulated so as to ma~~ it. possible to use rational expectations and some
simulation experiments have indeed been based on this assumption.

In ISAC, belonging to !he tradition of Keynesian disequilibrium models (cf.
Barker 1976), the modellers have gone far in the opposite direction, trying to
incorporate various kinds of adjustment obstacles - besides immalleable vintage
capital also sticky wages and prices, cash-flow restrictions on investment financing
and the inertia and lags observed in both private and local government consump­
tion. Government demand and policy instruments are specified in some detail with
local government budgets being endogenously determined. ThemodeI is "extra­
Keynesian" in the sense that it has been designed to make it possible to take into
consideration also rigidities in local governments and various possible constraints
on central government policy. These ambitions together with the desire to be able
to exploit available statistics and survey data on individual industrial branches have
made the model big and rather complex. This unavoidably entails the risk for
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inconsistencies and difficulties in tracing unambiguously the effects of variations in
the exogenous variables. As far as possible the implementation of the model has
been based on econometrical estimates.

These differences between the models will affect the analysis of structural
change in important ways. With the equilibrium assumptions of the ELIAS model
we can study in isolation the long-run impact of world market disturbances on
Sweden's industrial structure with the immalleability of capital as the only factor of
inertia and without getting the causal picture blurred and distorted by central
government interventions and endogenous local government reactions. The pic­
ture will be clear but partiai in the sense of neglecting interrelations between
private and public sectors and focusing only on the industrial structure.

With the ISAC approach market disequilibria - surpluses or deficits of foreign
exchange, public budgets, production capacity and labor - will be a normal feature
of model projections and will have feed-back effects in the form of price modifica­
tions, rationing of supply and changing patterns of local government allocations.
From a disequilibrium situation the model economy may finally - with the help of
or despite economic policy measures - fetch up in a new equilibrium or steady­
state growth, barring new disturbances. The adjustment path will in most cases
affect the final structure in several important ways. To study this interdependence
between short-run instability and long-term structural growth is indeed one of the
main purposes of the ISAC model.

6. Market Behavior

The differences between the two models are best exemplified by looking at the
functioning of the various markets.

In the markets for tradable goods flexible prices will guarantee equilibrium
between demand and supply in ELIAS. Total demand is composed of export
demand, investment demand, household demand and intermediate demand. The
intermediate demand - apart from energy - is determined by input coefficients,
which are the same for all vintages. The demand for investment goods is derived
from the investment within the different sectors. Household demand is determined
by the aggregate consumption propensity - assumed constant in ISAC and indi­
rectly determined in ELIAS by the given gross saving ratio. The distribution of
total household demand between different commodities is in both models deter­
mined by a linear expenditure system. Supply by the profit maximizing and price­
taking firm will in the assumed competitive equilibrium be set at levels equating
market price with marginal cost.

In ISAC the producers are instead price-setters in monopolistic competition.
Their profit-maximization is moreover constrained by i.a. employment consider­
ations, forcing them to try to keep an even rate of utilization between the plants in
operation,6 although successively scrapping units with a negative quasi-rent. The

6 For a diseussion of the modelling of eonstrained optimization in disequilibrium model, ef.
La. Bureau-Miqueu-Norotte (1984).
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producers may also diseriminate in their price-setting between foreign sales and
the horne market. In both cases their pricing can be said to reflect an attempt to
cover costs, computed as average variable cost plus planned depreciation and a
target rate of return on installed capital. This "cost-price" is then modified to take
account both of foreign competition and of variations in capacity utilization. As
already exemplified above, the "sticky" prices and the evening out of capacity use
will tend to slow down structural adjustment, while the possibility of price discrimi­
nation will sometimes mean that horne consumers subsidize foreign sales by
inflated domestic prices. Production is assumed to adjust to actual sales with
proportionate variations in stock-keeping. Disequilibria will thus occur in the form
of over- and underutilization of capital. A slow adjustment of capacity will take
place, since investments are determined by the rate of utilization as weIl as by past
profit perforrnance.

Supply in the labor market is exogenously given in both modeIs. Demand is
derived from the leveIs of current production in the private and public sectors.

The mechanism for wage determination is, however, very different in the two
modeIs. In ELIAS the general wage level is determined as an equilibrium price,
guaranteeing full employment. In order to take account of labor heterogeneity ,
however, an exogenous wage structure is imposed by rnultiplying the general wage
with sector-specific coefficients.

Wage-setting in ISAC is instead modelled as the outcome of a negotiating
process, where wage earners try to get compensated for both inflation and produc­
tivity gains but where the final result will be modified by current market condi­
tions, Le. unemployment. Long-run wage adjustment will thus be reinforced by
the change in total employment, resulting from the current bargaining. For public
employees a one-year lag in wage settlement, relative to the private sector, has
been usual and has been assumed to continue in the future. Apart from this time­
lag in compensation, there are no sector specific wage differentials in ISAC.

There are no explicit financial markets in either model. The rate of exchange is
in both models assumed to be exogenously determined. The treatment of capital
transactions, Le. investments is however different.

In ELIAS the gross saying råtib in the economy is assumed to be given. Since
the size of the balance of paym_ent deficit or surplus is further assumed to be set by
government at some target value, total domestic saving or investment will be
determined along with domestic production. Investment resources are then allo­
cated between the different production sectors in proportion to the expected
relative profitability of new capacity within each sector. In principle the market
rate of interest is determined as the "cut-off" rate which makes total investment
demand equal to the given supply of investment resources. In practice, however, a
slightly more roundabout way is employed to ensure also that rates of return will
tend to equalize between sectors despite the absence of returns to scale in the ex
ante production functions. The capital market implicit in this modelling can
perhaps be described in terms of a given "loanable fund" with the market rate of
interest determined by the "marginal efficiency of capital" .

In ISAC the rate of interest is instead assumed to be determined by conditions in



20

the international financial markets. The small open economy with its heavy
dependence on international finance is supposedly unable under a fixed exchange
rate regime to deviate substantially and persistently from international standards
of yield. This assumption could be interpreted as implying a central bank policy of
monetary accommodation aimed at keeping the public's demand for money satis­
fied at the given rate of interest. The internationally determined rate of return
requirement is further transformed in the model to a particular rate for each
branch of industry by taking account of differences in depreciation rate, tax
treatment and solidity.

Investments in the different sectors are in ISAC functions of capacity utilization
and past "excess" profits. These excess profits are measured relative to the user
east of capital, with the rate of return requirement as a major component. The
required rate of return will influence the firm's pricing and investment and by that
also its saving, but will not affect the saving ratio for households. The main burden
of adjusting total domestic saving to avoid surpluses or deficits in external pay­
ments will thus fall on the public budgets, particularly the state budget.

7. Government Behavior and Stabilization Regimes

In deterministic equilibrium modeis, where instant market clearing is insured by
flexible prices, stabilization and incomes policies are almost by definition superflu­
ous. There is consequently no need for a detailed specification of public budgets in
order to pinpoint the various available policy instruments or to study the possible
destabilizing effects of endogenous local government action. It is thus consistent
with the modelling ambition in ELIAS to treat public spending as an exogenous
aggregate and to define taxing only implicitly by the assumed constant ratio of
gross saving in the economy.

The opposite is true of the disequilibrium model, ISAC. The interrelation
between stabilization problems and structural change is here in the focus of
interes~. In order to be able to study these interrelations a detailed account of
public allocations, of taxes and transfers and a brief accounting of their distributive
effects are built into the model. By the use of a subrnodel, LOGOS, (cf. Ysander
1985), the behavior of Iocal governments is moreover endogenously determined.7

7 The loeal government seetor in Sweden is, by international standards, big, finaneially
independent and expansive. It employs more people than the manufaeturing industry and
thus exerts a dominant influenee on wages and labor market eonditions. During the 70s the
overall net effeet of variations in loeal government aetivity appears to have been proeyelieal
and destabilizing. The LaGaS model is a ten-equation system determining five kinds of
service expenditures, two kinds of transfers, investments, borrowing and, as a residual, the
loeal ineome tax rate (cf. Ysander (fortheoming)). Its ineorporation in the maeromodel has
made it possible to explain i.a. the ineffieieney of grants policy in ehanging the loeal
government share of total eonsumption and the possibility that loeal government may by
itself generate eyelieal movements in wages and priees and reinforee disturbanees from
abroad (Ysander-Nordström 1985).
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One of the main purposes with the ISAC model has been to use it for policy
evaluation. Apart from the studies of energy policies, already mentioned, the main
emphasis has been on medium-term stabilization regimes, ranging from various
fiscal policies and controi measures directed at local governments to wage controls
and other income policies. In Keynesian terms one could say that the exogenous
interest rate in ISAC combined with inelastic household saving and sticky wages
make fiscal policy needed. At the same time adaptive expectations, demand­
sensitive investment functions and the absence of financial crowding-out usually
ensure that fiscal measures will have a short-run impact on employment before this
effect is overtaken by a wage-propelled inflation.8

8. Comparing Models

Having examined the various characteristics of the two models we will try to sum
up the discussion by comparing the models in terms of realism, relevance, resil­
ience and robustness.

Econometric methods are supposed to help us in determining to what extent a
model explains real life events satisfactorily. Unfortunately we are seldom able ­
even when we try - to use econometric tests also to choose between alternative
models - alternative simplifications of reality.

Some of the conceptual differences between ELIAS and ISAC belong to the
core of current macroeconomic controversy. The attempts made so far to test
econometrically key assumptions and parameters do not seem to have yielded very
conclusive or generally convincing results. One cannot escape the impression that
the macroeconomic argument is often not just about the right answers but in equal
measure about the right choice of questions. We argue about realism even when
we really disagree about relevance.

The different aims of our two models exemplify the range of relevant questions.
The interest in ELIAS is mainly focused on analyzing as clearly as possible the
mechanisms of long-term structural adjustment, while largly abstracting from the
short-term aberrations al1d stabilization problems on the demand side. ISAC
instead aims at p'roviding quantitative answers to these short-term questions and
investigates how the management of short-run problems can affect the process of
long-term structural change. The choice of question may depend on your time
perspective or special interests but can also be contingent on whether you think
sh,ort-run problems matter and can be meaningfully treated by public policy.

8 In practice the stabilization policy experiments are usually set up in the following manner.
The multiplier effects of variation in policy instruments on certain chosen target indicators
are measured for a predetermined medium-term period in relation to a reference growth
path. The results are then tested to see if the dynamic structure can be viewed as
approximately linear in a local neighborhood of the reference path. If this is possible it is a
straightforward matter to compute "optimal policy packages" or the trade-off between
policy instruments in terms of the target indicators. (For a discussion of linearized model
analysis and the application of controi methods, cf. e.g. Kuh-Nease 1982 and Chow 1982).
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The problem of resilienee is important both in equilibrium and disequilibrium
modeis. With resilience we here mean the ability of an economic system to absorb
temporary outside shocks and adjust back to a stable growth path close to the one
initially given without intervention in the form of policy changes. Intuitively one
tends to presume that models with a Walras!an market equilibrium like ELIA~ will
have a high degree of resilience. The flexible prices will buffer the shocks and
there will be no risks that the feed-back of disequilibria will further reinforce the
deviation from the original growth path. In the case of ELIAS the intuition seems
true as far as can be judged from the simulations carried out. For ISAC it is more
difficult to know what to expect. Experiments show, however, that feed-back
mechanisms in the labor and capital markets will tend in time to restore full
employment of both people and capacity. There is no corresponding mechanism
though for the balance of payment.

Another important aspect of models cancerns robustness, Le. their structural
stability as related to the parameters of the modeis. To what extent are the
constant parameters really constant and, if not, how sensitive is the model
performance to parameter changes?

A number of sensitivity tests for parameter changes has been carried out for
ISAC. They show La. that even though the model performance changes continu­
ously and not very dramatically with variations in single key parameters, quite
large deviations may occur if several parameters are allowed to vary simultaneous­
ly. The problem with these kinds of test is of course that we have no reliable way of
deciding in advance which are the parameters most important to the dynamics of
the system. Methods have been developed for measuring the relative importance
of parameters in terms of a linear approximation of non-linear models (cf. e.g.
Kuh-Nease 1982). These methods however still leave us with the question how
valid the approximation is outside the chosen reference path.

Another aspect of the problem concerns the reliability of econometric estimates,
when applied deterministically in new economic situations (cf. Lucas 1976). How
far do we go wrong by neglecting not only random variations but also adaptive
changes by the economic agents reacting to new conditions? These are obviously
important questions, particularly for models like ISAC, which depend to a great
extent on econometric estimates. The fact that both external conditions and
economic policy in Sweden have changed drastically since the period of estimation
increases the uneasiness. We have so far no way of resolving this dilemma. We can
only hope that errors of this kind will not be able to change the sign and direction
of the results. A reasonable conjecture could perhaps be that the implications are
less important for short-run behavior than for long-run performance (cf.
Brandsma-Hughes Hallet 1984). Whatever the truth of this much work remains
before we can be sure of having achieved reasonably reliable and robust modeis.
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1 Introduction*

In the following a computable model of medium-term multisectoral economic
growth in a small, open economy is presented. The model is based on basic nations
of general equilibrium theory; supply and demand factors interact and product and
factor prices are assumed to be flexible enough to ensure equilibrium on all
markets. However, the supply side is considerably more elaborated than the
demand side. Thus, in each production sector different vintages of capital are
distinguished and the substitutability of capital, labor, and different kinds of
energy is modeled in some detail. Factors such as the formation of disposable
incomes and the determination of savings, on the other hand, are treated in a
rather crude way. On the supply side the substitutability of energy, labor and
capital, as weIl as the sectoral allocation of energy, labor, and investments, is
treated in some detail. Accordingly, the model has been christened ELIAS,
Energy, Labor, Investment Allocation and Substitution.

The general modeling approach is to emphasize the interdependence of goods
and factor markets, and the role of relative prices in the medium-term resource
allocation process. Moreover, with two exceptions1 the structural equations of the
model are derived from explicit production and preference functions together with
optimization behavior assumptions rather than from econometric analyses of the
past behavior of the economy. To a large extent the specification of the model, as
weIl as the estimation of parameter values, is directly based on neoclassical
economic theory. Accordingly, the present model primarily is a tool for quantita­
tive analysis within the conceptual framework suggested by general equilibrium
theory and th~ 'theory of economic growth, and in its present form it is not
primarily intended to be a forecasting model.

The origin of the modeling effort presented here is the work of Johansen in the
late 1950s (see Johansen 1960). However, Johansen's original so-called MSG­
model essentially was a general equilibrium model of a closed economy; net
exports entered as e?,ogenously determined final demand components and comple­
mentary imports were p~opörtional to domestic production. This property has
been retained in later Norwegian versions of the MSG-model. (See for instance
Longva et al. 1980.)

The first Swedish MSG-model, developed by Restad (1976), incorporated a
current account constraint. On the basis of that constraint and fixed import shares

* The work presented here is, to a large extent, the result of two two-months stays at the
Systems and Decisions Sciences area at IIASA, Laxenburg, Austria. I am very grateful to
IIASA for the opportunity to carry out the research at the institute. In particular, I am
deeply indebted to Andras Por, at that time an IIASA staff member, who developed the
solution algorithm and the computer software for the model presented here.
l These exceptions are the determination of the gross savings ratio and-the sectoral
allocation of investments.
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in the domestic production sectors and a given composition of total exports, the
"export requirements" were calculated. The compatibility of these "export re­
quirements" and world market demand conditions was then analyzed outside the
model. In a later Swedish MSG-model, developed by the author (see Bergman
1978), explicit price-dependent export and import functions-were incorporated.
Thus, both the supply side and the demand side of the "rest of the world" were
taken into account.

However, although these models are models of small, open economies, neither
of them incorporates foreign trade in a theoretically satisfactory way. According to
the conventionaI notian of a "small, open economy", the prices of traded goods
should be determined by and be equal to world market prices. In the long run
factor prices, and the structure of the production system, in the small economy
have to adjust in order to maintain equilibrium between world market prices and
domestic production costs. This feature of multisectoral economic growth in open
economies is, to a varying extent, lacking in the MSG-models mentioned above.
This study is an attempt to incorporate foreign trade in the MSG-model in away
which is consistent with the notion of a "small, open economy" 2 as weIl as with
observations on the actual specialization pattern in the economy.

It is well-known that a multisectoral growth model of an open economy with two
homogeneous primary factor of production, linearly homogeneous production
functions and parametric world market prices, Le. a model based on the standard
assumptions of the Heckscher-Ohlin model, fails to generate development paths
similar to actually observed development paths in real-world economies. Thus,
while there are, at most, two producing and exporting sectors in the trade-exposed
part of the model economy in equilibrium (or, in general, m producing sectors if
there are m homogeneous factors of production; see Samuelson 1953), real-world
economies exhibit a rather incomplete specialization pattern in the production
system. Moreover, in the model economy traded goods of a given type are either
domestically produced and exported or imported, while there is a considerable
amount of intra-industry trade even within rather disaggregated real-world produc­
tion sectors.

Of course, there is a number of ways in which the basic assumptions of the
Heckscher-Ohlin model can be changed in order to achieve equilibrium allocations
with several producing sectors in the trade-exposed part of the economy as well as
with intra-industry trade. The approach adopted here is to stay within the general
equilibrium framework, but add two factors of significant importance in a mediu'm­
term perspective: The immobility of the existing capital stock, and the
heterogeneity of products of the same type but with different country of origin.3

The "small open economy"assumptions are retained in the sense that the model­
economy is assumed to face a perfectly elastic supply of imports. Moreover, it is
assurned that the development of production less export in the rest of the world

2 For a different approach to the same end, see Norman-Wergeland (1977).
3 By "type" -is simply meant number in some commodity classification system such as the
SITC.
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can be treated as an exogenous magnitude in spite of the fact that the import of the
home country is the export of the rest of the world.

Explicit recognition of the immobility of the existing capital stock affects the
assumptions about supply conditions in the Heckscher-Ohlin model; a distinction
has to be made between production functions ex ante and ex post. If the ex ante
supply conditions are represented by a linearly homogeneous neoclassical produc­
tion function in capital and labor, and capital becomes an immobile resource once
it is invested, the ex post production function will exhibit decreasing returns to
scale in the only variable factor, labor. Accordingly, unit production costs will be a
function of the level of output, and a given production sector can always maintain
international competitiveness by a suitable change in the scale of operation.
Consequently, complete specialization is avoided.

Explicit distinction between products of the same type but with different country
of origin, together with the assumption that these products are not perfect substi­
tutes,4 implies that consumers at home, as weIl as abroad, will demand both
imported and domestically produced units of products of a given type. Conse­
quently, there can be both import and export of each type of tradable goods in
equilibrium.

This approach to the treatment of the intra-industry trade phenomenon was
initially proposed by Armington (1969) and has later on been employed in several
numerical general equilibrium models. 5 It should perhaps be noted that the
"Armington assumption" implies that each trading sector in each country pro­
duces a unique good. Thus, even if the production functions are linearly homoge­
neous in the variable inputs, the relation mentioned above between the number of
homogeneous factors of production and the number of producing sectors in

. equilibrium does not hold when the Armington assumption is adopted.
The purpose of this report is to describe the model and discuss its implementa­

tion on actual·data. In Section 2 a one-sector version of the model is presented.
There are two reasons for beginning the presentation by considering an aggregated
version of the model. One is, of course, that it is easier for the reader to get an
overview of the model when it is presented in a condensed form. The second
reason is that th~ mechaJlisms 'generating economic growth in the model economy
can be demonstrated without complicating the picture by sectoral disaggregation.
Thus, when the complete multisectoral model is presented in Section 3,' the
exposition can be focused on the treatment of intermediate inputs (particularly
energy), the allocation of household expenditures between types of consumer
goods, and the allocation of gross investments between production sectors. The
procedure used for solving the model is briefly described in Section 4, and in
Section 5, finally , some problems related to the practical implementation and use
of the model are discussed.

4 The less than perfect substitutability of aggregated commodity groups with different
countries of origin can be shown to be a result of aggregation over individual products which
do have perfect substitutes produced in other countries.
5 See for instance Dervis et al. (1979) for a brief survey. For some econometric evidence,
see Frenger (1980).
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2 A One-Sector Version of the Model

To begin with we consider a case where only one type of output is produced in the
,dornestic production system. It is convenient to structure the exposition with
respect to the three markets dealt with in the model: the comrnodity market, the
labor market, and the capital market. For each one of these we consider the
determinants of supply and demand, and specify the equilibrium conditions.

2.1 The Commodity Market

On the supply siqe there are to sources: import and domestic production. The
"home" country is assumed to be small enough to face a completely elastic supply
of imports. Thus, any demanded quantity of imports in period t, MD(t), is supplied
at the price pM(t) = V(t)pWI(t), where Vet) is the exchange rate in period t and
pWI(t) is the world market price, in foreign currency units, of the imported
commodity in that period. To normalize the price system, Vet) is set equal to
unity.

The domestic producers face an ex ante production function, f(K, L, t), which is
linearly homogeneous in capital, K, and labor, L, and has the usual neoclassical
properties. 6 It is assumed that once an investment is carried out, the invested
capital becomes an immobile resource, subject to depreciation at a constant annual
rate. Thus, assuming that the ex ante production function is a Cobb-Douglas
function, the' technological constraints on the production system can be character­
ized by set of ex post production functions

u=0,1, ... ,t-1 (1)

where Ko(O) is given as an initial condition and K(t) is exogenously given by

u=0,1, ... ,t-1; t>O

and where Ö is the exogenously given rate of depreciation and I(u) is gross
investment in period u. The exogenously given rate of embodied technical progress
is represented by the shift parameter A in the ex ante production function.

Assuming optimization behavior on the part of the producers, technological
constraints and producer behavior can be summarized by a set of profit functions,
one for each vintage and time period. These profit functions can be written

6 The "--.." over the variables indicate their ex ante nature.
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By Hotelling's lemma (see for instance Varian 1978) the supply from an individual
vintage of production units is given by the partiai derivative of the profit function
with respect to the price of output. Thus, it holds that

V( ) - K () AV ( W(t) )Y.
L~ t - V t e (1- a)P(t) ,

and the total supply of domestically produced goods is

t-l

X(t) = 2:Xv(t);
v=O

(3)

lt is assumed that imports qualitatively differ from domestically produced commo­
dities, and that there is a constant elasticity of substitution, fl, between the two
sources of supply in all domestic uses. Thus, domestic users demand as CES­
.composite, Y, of imports and domestically produced commodities, defined by a
time-independent "production" function

{ J&.=-l J&.=-l}---lLy= dd(X-Z) l! +dmM l! l!-1;

where Z is export of the domestically produced commodity.
The price index, pD(t), of the composite good is defined by the unit cost

function corresponding to the "production" function defining the composite good.
Accordingly

(4)

Thus, the domestic producers receive pet) for their products and the importers
receive pM(t), while the domestic consumers pay pD(t) for the composite good
they consume.

The demand for the composit~ good is the sum of consumption and investment
demand, Le. the sum of C(t) and l(t). By Shephard's lemma (see for instance
Varian 1978) the demand for domestically produced goods per unit of composite
goods demanded is given by the partiai derivative of 'P(P, pM) with respect to P.
Thus, the equili~rium cQndition ·'for the market for domestically produced goods
can be written

X(t) = a'ljJ(p(t~ppM(t» {qt) + I(t)} + Z(t);

or

X(t) = d~ (P~~ir{qt) + I(t)} + Z(t);

where Z(t) is the export demand for domestically produced goods.
In a paraBel way the equilibrium condition for imported goods becomes

M(t) = d~ (::~~~Y{qt) + I(t)};

(5)

(6)
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Division of eq. 5 by eq. 6 yields another expression for import demand (using the
definition pM(t) = V(t)pWI(t))

_(dm)~ ( pet) )~ .
M(t) - 1; Vet) pWI(t) {X(t) - Z(t)},

Assuming that the import to the "rest of the world" from the "home" country can
be described by an import function of this kind, and also assuming that the
"home" country is small enough to make X(t) - Z(t) ~ X(t) in the rest of the
world, the export function of the horne country becomes

_ o ( pet) )E at.
Z(t) - Z V(t)pWE(t) e,

where ZO is a constant, E the elasticity of substitution between domestical1y
produced and imported goods in the "rest of the world", pWE is the price of goods
and a is the rate of growth of production in the rest of the world. 7

The dernand for composite goods for investment purposes is derived from an
assumption that a fixed fraction, s, of total factor income is saved, and that the sum
of domestic savings and the current account deficit is spent on fixed investment.
Thus it holds that

sP(t)X(t) - V(t)D(t) = pD(t)I(t); (8)

The demand for composite goods for consumption purposes is determined by the
budget constraint of the consurning sector and the savings behavior assumption
introduced above. If the budget constraint of the consuming sector is explicitly
incorporated in the model, an equilibrium .solution will imply current account
equilibrium by Walras' law. Alternatively, a currel).t account constraint can be
incorporated as a way of implicitly defining the budget constraint of the consurning
sector. The latter approach is adopted here, and thus pD(t)C(t) is implicitly
determined by

P(t)Z(t) = pM(t)M(t) + V(t)D(t);

where V(t)D(t) is the exogenously given current account surplus.

2.2 The Labor Market

(9)

The supply of labor, L(t), is completely inelastic and determined outside the
model. The allocation of the labor force over vintages is, however, determined
within the model, and in such away that the total demand for labor equals the
supply. Thus the labor market part of the model can be described by means of one
single equation; the equilibrium condition fo~ the labor market. By Hotelling's
lemma this condition can be written

7 PWE might differ from PWI because the former corresponds to a fob price while the latter
is a cif price.
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~ aTIu(p(t), W(t); t)
L(t) = Li - aw ;

u=O

or

t-l )_ AU W(t) -~.
L(t) - ~OK(t)e (1- a)P(t) ,

2.3 The Capital Market

(10)

In this part of the model the real rate of interest is determined by the process in
which new vintages of production units are created. In the one-sector version of
the model the creation of new vintages of production units is essentially equivalent
to the choice of capital intensity in the new vintage . This is because the gross
savings ratio is exogenously given. Thus, the overall rate of capital formation is not
related to the real rate of interest.

The choice of capital intensity in new plants depends, among other things, on
the expected future prices of output and labor. Price expectations are represented
by the following functions

pet) = ~Pp(t) + (1 - ~P) pF(t);

\V(t) = ~WW(t) + (1 - ~W)WF(t);

(11)

(12)

where pet) and \V(t) are the prices which producers expect to be the representa­
tive, or average, prices during the life-time of the production unit under construc­
tion.

The parameters ~P and ~w are simply tools for the specification of different
expectation formation mechanisms. Thus, when ~P and ~w are equal to unity, price
expectations are "static" . The variables pF(t) and WF(t) are exogenously deter­
mined. They can either be regarded as weighted averages of previous prices and
wages, or as some kind of q,fficial price and wage forecast. If ~p = ~w = 0, and pF(t)
and WF(t) are given appropriate values, a case with "rational" expectations can be
simulated. .

New production units are designed on the basis of the ex ante production
function, or, equivalently, the ex ante unit cost function. The equilibrium real rate
of i~terest, R(t), should be such that the expected unit production cost in produc­
tion units under construction should be equal to the expected price of output.
Thus, denoting the ex ante unit cost function by x(W, Q; t), the real rate of interest
is determined by the equilibrium condition

pet) = x(\V(t), O(t); t);
or, with x (.) written in explicit form,

1'(t) =-k a- u(1- a)u-IQ(ttW(t)l-U;
e

(13)
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where O(t) the "user cost of capital" , is defined by

O(t) = pD(t)(Ö + R(t));

2.4 A Summing-up

(14)

The equations of the one-sector version of the model are displayed in Table 2.1.
As can be seen in the table, the complete model can be described by means of 11
equations in 11 unknowns.

As has already been mentioned, the basic elements of the model are contained in
the one-sector version. By disaggregating the model into several sectors, however,
it becomes a tool for analysis ,of structural changes, hidden in the growth process
generated by the one~sectormodel. In order to extend the model presented in this
section into a multisectoral model, basically three additi~nal features of the
economic system have to be incorporated: interindustry tran~actions, allocation of
consumer expenditures between categories of consumer goods, and allocation of
investible funds between investing sectors. The difference between the one-sector
model discussed so far and the multisectoral model presented in the next section is
that the latter includes mechanisms which can handle these types of phenomena.
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Table 2.1 The Equations of the One-sector Version of the Modet

Supply of Domestically Produced Goods

X(t) = ~Xu(t) = ~Ku(t)e·u (1 ~;;~(t))~;
\j;:;:: o \j;:;:: o

Demands for Imports

- ~ (~)~ .M(t) - dm pM(t) {C(t) + I(t)},

Export Demand for Domestically Produced Goods

Z(t)=zo( P(t) )-€eot •

Vet) pWE(t) ,

Current Account Constraint

P(t)Z(t) = pM(t)M(t) + V(t)D(t);

Savings - investment equilibrium

sP(t)X(t) - V(t)D(t) = pD(t)I(t);

Product Market Equilibrium

X(t) =d~ (~~~)r{C(t) + I(t)} + Z(t);

Labor Market Equilibrium

Capital Market Equilibrium

Definitions

-l-

pD(t) = {d~P(t)l-!! + d~PM(t)l-~r-ll;

P(t) = ~Pp(t) + (1- ~l)pF(t); o.­

W(t) = ~WW(t) + (1 - ~W) WF(t);

Endogenous Variables

pet), pD(t), W(t), R(t), X(t), C(t), I(t), Z(t),

M(t), P(t), pD(t), W(t).

Exogenous Variables

L(t), D(t), V(t), pWI(t), pWE(t), pF(t), WF(t).
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3 The Multisectoral Model

Basically the exposition in this section is structured in the same way as in Section 2.
That is, supply and demand factors as weIl as equilibrium conditions for each one
of the commodity, labor, and capital markets are dealt with in separate subsec­
tions. Before that, however, the necessary background for the exposition is given
in three introductory subsections. Thus, agenerai overview of the modei is given
in 3.1 and in 3.2 the goods and sectors in the model economy are defined. In
subsection 3.3 the assumptions about technology are discussed, and the unit cost
and profit functions utilized later on in the exposition are derived. Then the
commodity, labor and capital markets are dealt with in subsections 3.4,3.5 and 3.6
respectively. In subsection 3.7 the complete model is summarized. All symbols
used in the exposition are defined in an appendix to this section.

3.1 General Characteristics

The model is a multisector, multiperiod model of economic growth in a small,
open economy, i.e., an economy facing a perfectly elastic supply of imports at
given world market prices. It is assumed that capital once invested in a specific
sector cannot be reallocated to some other sector. Moreover, technical change is
assurried to be embodied. Consequently there is a number of "vintages" of capital
in each production sector at a given point in time.

The total supply of labor is given, and so is the gross savings ratia. For each period
the model endogenously allocates the available labor force over sectors and
vintages, and total gross investments over sectors. Investments in period t give
productive capacity from period t + 1 and on. The allocation mechanisms are
derived from optimization behavior assumptions. Thus, producers are assumed to
maximize profits subject to technological constraints and the single aggregated
household sector is assumed to maximize a utility function subject to a budget
constraint.

Technological constraints and the utilitY functions are exogenously given and
explicitly specified. (The choice of specification is discussed in Section 5). The
public sector is treated as a production sector in which the use of inputs is
determined on the basis of cost minimization considerations. The demand for
public services is exogenously given.

There are no financial assets in the model, and the exchange rate is exogenously
given. The budget constraint of the household sector is implicitly determined by a
constraint on the current account. Thus, the tax and transfer system is essentially
implicit in the model. All product markets and the labor market are treated as if
they were competitive, and generally relative prices are assumed to be flexible
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enough to clear all markets. However, in another version of the model, rigidities in
the adjustment of real wages are introduced.

3.2 Goods and Sectors

The model describes an economy with n + 3 production sectors producing n + 3
goods. There is no joint production, and consequently each good is produced in
one sector only. Accordingly, there is no real distinction between domestically
produced goods and the domestic production sectors. However, when it is natural
to think in terms of "sectors" the index j will be used, while index i will be used
when it is natural to think in terms of "goods" .

The production sectors are numbered from Oto n + 2, Obeing the fuels produc­
tion sector and 1 the electricity sector, while n + 1 is the housing sector and n + 2
the public sector. Foreign trade is ruled out in the last two sectors, as is exports
from sector o. There is also a "book-keeping" sector, n +3, in which different
goods are aggregated into one single capital good.

Thus, the economy produces n + 3 goods of which n, at least in principle, can be
exported. Imports are classified by means of commodity index running from Oto n.
In addition to these n + 3 goods, two types of complementary imports are used
within the economy. These complementary imports are inputs used in the fuels and
electricity producing sectors, respectively, and which cannot be produced within
the country. Examples of such inputs are crude oil used in domestic refineries in a
country without oil resources, or enriched uranium used in domestic nuclear power
plants in a country without uranium enrichment capacity.

3.3 Technology and Producer Behavior

The basic assumption about technology is that there exists a constant returns to
scale ex ante production func~ion in each sector, i.e. a relation between planned
output and the planned use of inputs. This relation is specified in accordance with

- _ . { - - - -.' X2j Xnj } .X j - mIn fj(Kj, L j, Xoj, Xli' 'U), -, ... , - ,
a2j anj

where X j is output, Kj the use of capital, Lj the use of labor, Xij the use of
intermediate input i in sector j and -- indicates the ex ante nature of the variables.
The coefficients a2j, ... , anj indicate the minimum input of the corresponding good
per unit of output in sector j. The variable 'U is a time index, indicating that the ex
ante production function shifts over time.

On the basis of the ex ante production function efficiency requires that

i=2, 3, ... , n;

j=O,1, ,n+2

j=O,1, ,n+2
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In parametric form the functions fj (·) are nested CES - Cobb Douglas functions.
Thus,

..I-

X = A {a.F?j + b.fI?j}{lj.
j j J J J J '

F. = K~jL~-UjeAjv.
J J J '

J.. •

H { X- y. d X-Y'}Yj A·v.= c· o~ + . l) e J •
J J J J J '

where (1 - Qj)- 1 and (1 - Yj) - 1 are elasticities of substitution, and Aj and A; are
exogenously given rates of technological progress.

Whereas the ex ante production function is a planning concept, the ex post
production function is a relation between actual output and the actual use of
inputs. It can be derived from the ex ante production function by assuming that the
capital stock and the energy input coefficients are given once a production unit has
been taken into operation. Moreover, it is assumed that the once installed capital
equipment depreciates at a given, sector specific rate. This means that the ex post
production function in period t for vintage 'U in sector j can be written

X .(t) = . { .(L .(t) t) XVOj(t) Xvlj(t) Xv2j (t) Xvnj(t)}.
VJ mIn gVJ vJ " , , , ••• , ,avOj avlj av2j avnj

j=0,1, ... ,n+2

where Xvj(t) and Lvj(t) are production and employment, respectively, in vintage 'U
in sector j, and avOj and au1j are minimum energy input coefficients. The production
function gvj(·) is directly related to the ex ante production function by

gvj(Lvj , t) = fj(Kj, Lj, XOj ' Xli' 'U);

subject to

t~'U+1'

where Ij('U) is the gross investment in sector j in period 'U. Using the symbols of the

ex ante production function, the function guj(·) thus becomes

[
[A «1- Ö )t-u -11 ( ))Uj Ajv]ej]~

.(L. t)= aj j j j'U e J L(~-Uj)=A .(t)L1.- Uj.
~J UJ' [ ~ ,: r uJ uJ UJ'

1- bjAfj (cja~bj + dja~lj)Yje jV J

Efficiency requires that in each time period, sector and vintage, it holds that

j=o, 1, , n+2

'U=0,1, ,t-1
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j=0,1, ,n+2
'0=0,1, , t-l

Observe that energy input coefficients differ across vintages in a given sector ,
while that is not the case for the non-energy intermediate coefficients. Note also
that the input of labor per unit of output is dependent on the level of production.
Thus, while the ex ante technology exhibits constant returns to scale, the ex post
technology exhibits decreasing returns to scale.

With these equations the description of technology is complete. However, as
profit maximization behavior on the part of the producers is assumed thr6ughout,
it is more convenient to use a dual representation of technology and producer
behavior. That is, to describe the ex ante technology by means of an ex ante unit
cost function and the ex post technology by means of profit functions for each
vintage of production units. This means that input demand and output supply
functions can be determined without explicitly making use of necessary conditions
for profit maximum. However, before the derivation of the cost and profit
functions, the input and output prices facing the producers have to be defined.

In accordance with the assumption that the modeled economy is "small", it is
assumed that there is a perfeetly elastie supply of imports at world market priees
pr (and pf for complementary imports). As these prices should be regarded as
ej.f. priees, tariffs and indireet taxes have to be added in order to get the market
prices of imports. Moreover, as p~I is a price in foreign currency units, it has to be
multiplied by an exehange rate. Thus, the relation between c.Lf. import prices in
foreign currency, p~I, and domestic market priees of imports, P~, is given by:

(15)i=O,I, ... ,n 8P~(t) = (1 +1~~~) V(t)Pr'I(t);

The variable V(t) is the exogenously given exehange rate. Moreover , V(t) p~I(t),
where i is a major import good, is taken to be the numeraire of the price system,
and is aecordingly set equal to unity. This means that the other pr(t)s represent
world market priees relative to the world market ,priee of the numeraire good.

It is assumed that imp~rte~. and domestically produced goods with the same

8 Let M; be imports at constant cif prices, and define <Pi = <pr + ~q\, where <Pi is base year
tariffs and indirect taxes on imports, while ~<Pi reflects changes in t~at parameter thereafter .
Imports at constant market (or purchaser's) prices can then be written Mi = (1 + <pr) M;. At
a given point in time the domestic market value of imports can be written

. ~

(1 + <pr + A<Pt)VPWIM~ =vpw'[(l + cI>r)M~] + 1 +<P~r vp;"" [(1 + <p)M~] =

- ( ~<Pi) WIM -pMM- 1+-- yp, .=. '.
1+ <pr l l l l

But as M; = M/(l + <pr) this becomes

P!DM. = (
1

+ <pr + ~<Pi) YP~IM, or p~ = (1 +~VP~I).
l l 1 + cpr l l l 1 + <pr l
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elassifieation, say i, are not perfeet but relatively elose substitutes. Thus, equally
elassified goods from the two sourees of supply are aggregated into a eomposite
good in aecordance with some "produetion" funetion representing their substituta­
bility. This function is assumed to be a CES-funetion and to apply to all domestic
users of the goods in question.

Under these eonditions the unit eost of eomposite good i is solely a funetion of
the price ofimported units of good i, P~(t), and the price of domestically produeed
units of good i, Piet). Thus, if the "price" ota composite good, PP(t), is defined as
the unit eost of that good, we get

Pp(t} = 'l/JiCPj(t}, P~(t)) == {d~lPi(t}l- i!i + d~jP~(t}l- i!r-~~iii; i = 0, 1, ... , n (16)

On the basis of Shephard's lemma (see Varian 1978) the demand for domestically
produeed goods of type i per unit of composite good i demanded is given by the
partial derivative of 'Vi(Pi, P~) with respeet to Pi' The demand for imported goods
of type i is determined in aparallel way.

As there is only one type of labor in the model economy and a competitive labor
market is assumed, there should only be one wage rate. However, in order to
make it possible to roughly take labor heterogeneity into account, an exogenous
wage structure is imposed. Thus the seetorai wage rates are defined by

j=0,1, ... ,n+2 (17)

(18)

where Wj(t) is the seetorai wage rate, W(t) an index of the general wage rate and

ro j aseetor speeifie parameter.

Energy priees might differ aeross seetors as a result of' sector speeifie energy
taxes. Thus, it holds that

i = 0,1

j=O, 1, ... , n+2

where "[i(t) is a general tax on energy of type i and ~ij(t) is a speeifie tax on the use
of that kind of energy in sector j.

Deeisions eoneerning actual produetion are based on eurrent market prices, i.e.,
P~(t), P~(t), pr(t), ... , P~(t), Wj(t) , and the ex post produetion funetions, while
deeisions concerning the design of new plants are based on expeeted priees and the
ex ante production funetions. Expected priees of outputs and inputs respeetively,
are determined by

Plt) = ~rPi(t) + (1 - ~r) PpF(t);

PP(t) = ~IpP(t) + (1- ~I)PPF(t);

Piet) = ~fV(t)pf(t) + (1- ~f)pfF(t);

Wj(t) = ~WWj(t) + (1 - ~w) Wf(t);

i=O,1, ... ,n+2

i=O,l, ... ,n

i = 0,1

j=0,1, ... ,n+2

(19)

(20)

(21)

(22)

where p~F(t), h = O, I, C, W, are exogenous variables. By an appropriate ehoiee of
values of these variables, and setting ~~ = 1, h = 0, I, C, W, a ease with rationai
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expectations can be stimulated, while ~~ = 1, h = 0, I, C, W, implies static expecta­
tions. Throughout expectations about indirect taxes and tariffs as weIl as about the
exchange rate are assumed to be static.

The user cost of capital is determined by

where

n

pn +3(t) =LPF(t) ai, n +3;
i=2

j=o, 1, ... , n+2 (23)

(24)

where the coefficients a i n +3 add Up to unity, and where R(t) is the real rate of

interest.
The profit function for a production unit of vintage 1) in sector j can now be

defined as the solution to the problem

Il"j(P:j, Wj; t) = max {P:jX"j - WjL"jIX"j = A"j(t)L~j-aj}
X"j,L"i

j=0,1, ... ,n+2; 1)=0,1, ... ,t-1

where,9 in a given time period t,

1 n

P:j(t) = (1- E>j)Pj(t) - LPij(t) a"ij - LPF(t)aij - V(t) Pj(t) bjj ;

i=O i=2

j=O,1, ,n+2
1)=0,1, ,t-1

In explicit form the profit function becomes

(25)

j=o, 1, ... , n+2 (26)

The ex ante unit cost function represents the minimum cost of inputs per unit of
output at given prices, subjec~ t<? the ex ante production function in per unit form.
As the ex ante technology exhibits constant returns to scale, the ex ante unit cost is
independent of the expected level of productian, and thus a function of expected
input prices only. According to the ex ante production function, non-energy
intermediate inputs are used in fixed proportions, while the proportions of other
inputs can be varied. Thus, disregarding time indices the ex ante unit cost 'Xj is
given by the function

n

Xj=x;(Wj, Oj, POj ' Plj; u) + LPFaij + YPjb jj + SPj;
i=2

1

9 Provided P:j(t) > LPij(t) auij' Otherwise P:j(t) = O.
i=O

j=O,l, ... ,n+2 (27)
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where the net unit east funetion x;(.) represents the minimum east of labor,
capital, fuels and eleetrieity per unit of output. The other terms represent the eost
of non-energy intermediate inputs, eomplementary imports and an ad valorem
output tax, respeetively.

Thus, the net unit eost funetion x; (.) is the solution to the problem

. 1 - - - -
MIn -;;- {WjLj + QjKj + POjXOj + PljXlj};

X·J

subjeet to

Xj= Aj {ajFfi + bllfj}~;
p. = K~jL~ - UjeAjU .

J J J '

...l •... {- y. -y,}y' A, uH· = e.Xo~ + d.XI) J e J •
J J J J J '

for j =0,1, ... , n+2.

j=0,1, ... ,n+2 (28)

Having now defined the priees, eost and profit funetions of the model eeonomy,
the derivation of the eomplete model is quite straightforward. Output supply and
input demand funetions can be direetly derived from the eqs. (26) and (28), whieh
are thus the main building blocks of the model.

3.4 The Commodity Markets

3.4.1 Supply of Domestically Produced Goods

By Hotelling's lemma the supply of domestieally produeed goqds from produetion
units of vintage 'U in sector j is given by

j=0,1, ,n+2
'U=O, 1, , t-l

Thus, on the basis of this equation and eq. (26), total supply of goods produeed in
sector j is given by

j=o, 1, ... ,n+2 (29)
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There are four types of demand for goods produced in the horne country: interme­
diate, consumption, investment and export demand. The first three types of
demand are derived from the demand for composite goods, while export demand
is a direct demand for domestically produced goods. Investment demand is impli­
citly determined by the savings-investment equilibrium condition, while the other
types of demand have to be explicitly specified.

3.4.2 Intermediate Demand for Composite Goods

(30)j=0,1, ... ,n+3
when i=2, 3, ... , n

when i = 0,1

By the technology assumptions the demand for intermediate inputs is given by

()_{IaUiiXUi(t)
Xij t - u=O

a..X.(t)
lJ J

3.4.3 Household Demand for Composite Goods

There is only one aggregated household sector in the model. It is assumed that the
household sector maximizes a utility function of the form

k k

u(t) = LBs log(Os(t) - O~); LBs = 1
s= 1 s=1

(31)i=O, 1, ... , n+1

where Oset) is the consumption of a consumer commodity group, defined as a
convex combination of the composite goods i = 0, 1, ... , n and the domestically
produced good n + 1. The constraint on the parameters Bs implies that the result­
ing linear expenditure system will satisfy the budget constraint. The resulting
household demand equations for composite goods can be written

Ci(t)=±tiS{Q~+ ~(8)(E(t)"':'±P~(t)Q~)};
8=1 Ps t s=1

where E(t) is total household .cq.nsumption expenditures, and
1 . o

P~(t) = LPic(t)tis + LPP(t)tis + Pn + l(t)to + 1, s;
i=O i=2 .

s = 1,2, ... , k (32)

i = 0,1 (33)

0+1

a'nd where Ltis = l,
i=O

3.4.4 Import and Export Demand

On the basis of Shephard's lemma and the definition of the price of composite
good i (see eq. (16)), the demand for competitive imports follows directly from the
demand for composite goods. Thus, import demand can be written
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M = a'MP;(t), P~(t» {~3X. (t) + c.(t)}.
1 ap!v1 ~ lJ l'

1 J=O

or, in explicit form,

i=O, 1, ... , n (34)

Observe that Mlt) is competitive import at constant purchaser's prices. In accord­
ance with the discussion on p. 39, the corresponding import at constant c.Lf. prices
is M i(t)/(1 + <p~), where <pr represent base year tariffs and indirect taxes on import­
ed goods of type i.

The demand for complementary imports follows from the technology assump­
tions, and can be written:

M~(t) = b ..X.(t)·
J JJ J '

j = 0,1 (35)

(36)i = 1, 2, ... ,4

Export demand can be regarded as the import demand of the rest of the world. By
assuming that there is a constant elasticity of substitution, Ej, between goods
produced in the rest of the world and goods with the same classification produced
in the home country, the export demand equations can be written:

_ o[ Piet) ] E
i

Ojt.

Z;(t) - Z; V(t)p~E(t) e,

where 0i is the exogenously given rate of growth of the production of commodity
group i in the rest of the world.

3.4.5 Equilibrium Conditions

The derivation of the equilibrium conditions is straightforward. Thus, by
Shephard's lemma and the definition of the price of composite good i the equilibri­
um conditions for the markets for domestically produced goods become

~(t) = a'MPi(;~. P~(t» {~Xij(t) + Ci(t)} + Zi(t); i =0, 1, ... , n (37)
l J=O

or, in explicit form,

(
PP(t))lli {n+3 }

Xi(t) = d~\ ~i(t) ~Xij(t) + Cj(t) + Zi(t);

~(t) = Ci(t); i = n + 1, n + 2

Xn + 3( t) = I(t) ;

i=0,1, ... ,n (38)

(39)

(40)

Observe that Cn + 2(t) is the exogenously determined public consumptian.
The budget constraint of the household sector is indirectly defined by a current

account constraint. Thus, it is assumed that an "invisible government" instanta-
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neously adjusts lump sum taxes so that household consumption expenditure is kept
at aleveI compatible with a target surplus (or deficit), V(t)D(t), on the current
account at the given level of public expenditures. Thus, each solution to the model
will satisfy the condition

n n l

LPi(t) Z/t) - LP~(t)Mi(t) - L Vet) Pf(t) Mf(t) = V(t)D(t);
i=l i=O j=O

(41)

lt is assumed that a given fraction, s, of the gross national product at market
prices, Ym(t), is saved. Consequently the savings-investments equilibrium condi­
tion becomes

sYm(t) - V(t)D(t) = P~+3(t)l(t);

where l(t) is total gross investment and

n

y m(t) = E(t) + Pn+2(t)Cn +2(t) + Pn+3(t) l(t) + LPi(t) Zi(t) -
i = 1

n M (t) l

- LP~(t) _i-O + LV(t)P;(t)M;(t);
i =O 1 + <Pi j = O

and where the price of capital goods is given by

n

Pn+3= LPF(t)ai , n+3;
i=2

(42)

(43)

(44)

Substitution of (41) and (43) in (42) yields the following expression for the savings­
investment equilibrium condition

s
1 - s {E(t) + Pn +2(t) Cn+2(t)} - V(t)D(t) = Pn+31(t);

3.5 The Labor Market

(45)

By Hotelling's lemma the demand for labor by production units of vintage lJ,
sector j is given by

j =0,1, , n+2
lJ=O, 1, , t-l

j=o, 1, , n+2
lJ=0,1, ,t-1

(46)

The equilibrium condition for the labor market becomes

t-l n+2
L(t) = L LLuj(t);

u=O j =0

(47)
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where L(t) is the exogenously given supply of labor.

One step towards a full representation of the economy's properties in the short run
is to relax the assumption about fully flexible real wage rates. In an alternative
specification of the model, real wages are assumed to be flexible only upwards, i.e.
a minimum wage rate W(t) is incorporated. The labor market equilibrium condi­
tian (47) is then replaced by the conditian

J
- ~ ~2 anVj(p:j(t), wjW(t); t)

wjW(t) when L.J LJ - aw. :5 L(t)
~~ T /t' v = o j = o J J' (\ 1 ..... I 2
Wj~ ) =l t-l n+2 an .(P*.(t) W.W(t)· t) = v, , ... ,11.

WjW(t) when 2: 2: - UJ uJ a'w. J '>L(t)
v=O j=O J (47')

where thus W(t) is the exogenously given index of the minimum real wage level,
and W(t) is an index of the market clearing real wage level.

3.6 The Capital Market

In order to make the model complete, it remains to allocate gross investments over
sectors, determine the technological coefficients in productian units which are to
be taken into operation in period t + 1, and to determine the real rate of interest.
These three aspects of a solution to the model obviously are clasely interconnect­
ed, and the purpose of this subsection is to discuss in some detail how the links
between investment allocation, choice of technology and the real rate of interest
are specified in the model. However, it should be stressed that even though the
discussion is entirely based on theoretical considerations, the equations in this part
of the model are not derived from neoclassical economic theory in the same direct
way as the equations in other parts of the model. It should also be stressed that the
main role of the equations discussed here is to provide the links between the
various periods. That is, the equations (15)-(47) make up a complete model of
resource allocatian in period t, while the equations dealt with in this subsection
"create" the new vintages of production units to be taken into operation in period
t + 1.

In equilibrium the expected rate of return on marginal investments should be
equal to the real rate of interest in all sectors. Thus, defining

n

P;(t) = (1- 8 j)Pj(t) - 2:PF(t)aij - V(t)Pf(t)bjj ;
i=2

j=o, 1, ... ,n+2 (48)

total investments should be allocated between the sectors in such away that

n+2

2: l/t) = I(t);
j=O

(49)

where Ij(t) is gross investments in sector j in period t, and the sectoral rates of
return, Rj(t), satisfy the conditions
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j=0,1, ... ,n+2 (50)

where Öj(t) is defined in accordance with

j=0,1, ... ,n+2 (51)

and the seetorai investments are determined bylO

when Rj(t) ~ r(t)

j=0,1, ... ,n+2
when Rj(t) < r(t) (52)

(53)i = 0,1
j=0,1, ... ,n+2

where r(t) can be interpreted as a market rate of interest, and x;(.) is evaluated at
the prices Wj(t), Öj(t), POj(t), Plj(t), i.e. the capital intensity of new production
units in a given sector j reflects the expected internai rate of return on investments
in that sector. This implies that in each sector the producers take the expected rate
of return on investments in that sector as a measure of the real rate of interest.

With this specification there is an inverse relation between Ij(t) and Pj(t + 1).
Thus, whenever current prices affect the price expectations, there is a tendency
towards equalization of the expected internai rates of return on investments across
sectors. This means that in the long run the choice of technology in new productian
units will reflect the opportunity cost of capital , while it will be largely unaffected
by current market interest rates.

On the basis of Shephard's lemma, the energy input coefficients in production
units of vintage t is determined by

_ ax;CWj(t), Ö/t), POj(t), Plj(t)) .
atij - ap.. '

lJ

With this a solution to the model. for period t provides all the data necessary for
solving the model for period t ~ 1, Le. the ex post production function units of
vintage t are specified.

3.7 A Summing-up .

The model presented here is designed for analysis of the adjustment of the
economy to changes in exogenous conditions such as world market prices or
energy prices. In the initial year there is only one vintage of capital in each
production sector , but then a new vintage is created in each period. Thus the size
of the model increases with the number of periods even though it is solved for only
one period at a time.

In Table 3.1 below, the complete model is summarized. A complete list of the
symbols used is given in the appendix to this chapter.

10 Alternatively sectoral investments can be exogenously determined. That can be a reason­
able approach particularly in the public sector.
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Table 3.1 The Equations of the Model

Supply of domestically produced goods

ort (.)
~.(t)=~·

J OP~j ,

t-l

Xj(t) = LX\)j(t);
\)=0

Intermediate Demand

{ ~aUijXUj(t)
~/t) = \)=0

ajjXj(t)

Household Demand

j=O,1, ,n+2
u=0,1, ,t-1

j = 0, 1, ... , n +2

when i = 0,1
j=0,1, ... ,n+3

when i=2, 3, ... , n

Export Demand

i=0,1, ... ,n+1

Import Demand

i = 1,2, ... , n

i=O,l, ... ,n

j =0,1

Product Market Equilibrium

O~i(') {n+3 }
X;(t) = ap;- ~Xij(t) + Cj(t) + Zj(t);

~(t) = Cj ( t); i = n + 1, n + 2

~+3(t) = (t);

Savings Investment Equilibrium

i =0,1, ... , n

i = 0, 1; j = 0, 1, ... , n + 2

1 ~ s {E(t) + Pn+it)Cn+it)} - V(t)D(t) = Pn+3(t)I(t);

Labor Market Equilibrium

L(t) = ~ ~_ a;;o);
\)=0 j=O J

Current Account Constraint

Energy Input Coefficients in New Plants

_ oxj(·).
atij - oP.. '

IJ
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Investments in New Plants

k

1\(t) = x;(Wj(t) , Öj(t), POj(t), Plj(t» + LPF(t)aij + V(t)Pf(t)bjj + 8 jPj(t); j = 0,1, ... , n + 2

j = 0, 1, ... , n + 2

0+2
I(t) = Llj(t);

j=O

Definitions

i=O,l, ... ,n

l ~ l ~

Jt"j(P:i' Wj; t)=A"j(t)Ui Oj(l-oj) Uj p:jUiWj Uj;

j=O,l, ... , n+2

1 o

P:j(t) = (1 - ej) P/t) - LPi/t) a"ij - LPF(t) aij - Vet) Pf(t) bjj ;
i=O i=2

j = 0, 1, ... , n + 2

pr(t) = (l + l~q>~r) V(t)P;'I(t); i=O, 1, ... , n

i=O, 1, ... , n

1 o

P~(t)= LPic(t)tiS + LPF(t)tis+Pn+l(t)tO+l,S; s=l, 2, ... , k
i=O i=2

Po+lt) = !PP(t) ai, n+3;
i=2

Wj(t) = wjW(t);

Piet) = ~~Pi(t) + (1 - ~n'PPF(t);

PF(t) = ~~pF(t) + (1 - ~D pFF(t);

~.

i=O, 1, ... , n+2

.. i =0,1, ... , n

Pf(t) = ~fPf(t) + (1 - ~f) PfF(t); j = 0, 1

Wj(t) = ~wW/t) + (1 - ~W) Wf(t); j = 0, 1, ... , n + 2

j =0,1, ... , n + 2

Exogenous variables
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Appendix. List of Symbols

A. Endogenous variables in period t

Xuj(t)
Xj(t)
Xn +3(t)
Xi/t)
lj(t)
l(t)
Cj(t)
E(t)
Zi(t)
Mi(t)

Pi(t)
Pij(t)
Pp(t)
Pic(t)
P~(t)

Wj(t)
W(t)
r(t)
Pj(t)

Pij(t)

PP(t)
Pf(t)
Wj(t)
R/t)

gross output in sector j = 0, 1, , n + 2, vintage 'U = 0, 1, ... , t-l in period t.
total output in sector j = 0, 1, , n + 2 in period t.

ou~put of investment goods in period t.
use of commodity i = 0, 1, ... , n + 2 in sector j = 0, 1, ... , n + 3, in period t.
gross investments in sector j = 0, 1, ... , n + 2 in period t.

total investments in period t.

household consumption of commodity i = 0, 1, ... , n + 1 in period t.
total household consumption expenditures in period t.
export of production sector output i = 1, 2, ... , n in period t.

import of goods competing with production sector output i = 0, 1, ... , n, in
period t.

complementary imports used in sector j = 0, 1 in period t.

value added per unit of gross output in sector j = 0, 1, ... , n + 2, vintage 'U = 0,
1, ... , t-l in period t.

price of production sector output i = 0, 1, ... , n + 3 in period t.
user price of energy of type i = 0, 1 in sector j = 0, 1, ... , n + 2 in period t.

user price of commodity i = 0, 1, ... , n in period t.
user price of energy of type i = 0, 1 in the household sector in period t.
price of consumer commodity group s = 1, 2, ... , k in period t.

wage rate in sector j = 0, 1, ... , n + 2 in sector t.

index of the level of wages in the economy as a whole in period t.

the market rate of interest in period t.
expected future price of production sector output j = 0, 1, ... , n + 2 in period t.

expected future user price of energy of type i = 0, 1 in sector j = 0, 1, ... , n + 2
in period t.

expected future user price of commodity i = 0, 1, ... , n in period t.
expected future price of complementary imports in sector j = 0, 1 in period t.

expected future wage rate in sector j = 0, 1, ... , n + 2 in period t.

expected rate of profit on investments in sector j = 0, 1, ... , n + 2 in period t.

expected, and actual, input of energy of type i = 0, 1, per unit of output in plants
designed for sector j = 0, 1, ... , n +2 in period t.

B. Exogenous variables in period t

L(t)

Cn +2(t)
D(t)

Vet)

supply of labor in period t.
public consumption in period t.
surplus on current account in period t, expressed in foreign exchange.
exchange rate (units of domestic currency per unit of foreign currency) in period
t.



Pf(t)

ppF(t)

pPF(t)

pfF(t)

Wf(t)
'ti(t)

;ij(t)
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cj.f. price level in period t, expressed in foreign currency, of imported goods
competing with domestically produced commodity i = 0, 1, ... , n.

f.o.b. price level in period t, expressed in foreign currency, on foreign markets
where domestic producers of commodity i = 1,2, ... , n compete.

c.i.f. price level in period t, expressed in foreign currency, of complementary
imports used as inputs in sector j = 0, 1.

predicted future price of production sector output i in period t.

predicted future user price of commodity group i in period t.
predicted future price of complementary imports in sector j = 0, 1 in period t.

predicted future wage rate in sector j in period t.
ad valorem tax on energy of type i =°in period t.
ad valorem tax on energy of type i =0, 1 used in sector j = 0, 1, ... , n + 2 in
period t.

ad valorem tax on energy of type i = 0, 1, used in the household sector in period
t.

C. Parameters ll

(Dj

8·l
i\CPi + cpr,

gross savings ratio for the economy as whole.
input of energy i =0, 1 per unit of output in vintage 'U = 0, 1, ... , t-l in sector j
=0,1, ... ,n+2.
input of commodity i = 2,3, ... , n per unit of output in sector j = 0,1, ... , n +
2.

input of complementary imports per unit of output in sector j = 0, 1.
relative weight of commodity i = 0, 1, ... , n + 1 in consumer commodity group

s=1,2, ... ,k.
index of the relative wage rate in sector j = 0, 1, , n + 2.
ad valorem indirect tax on commodity i = 0, 1, , n + 2.

custom duty and indirect tax on the c.Lf. value of imports of commodities
competing with commodity group i = 0, 1, ... , m.

annual rate of depreciation of capital in sector j = 0, 1, ... , n + 2.
annual rate of change of production of commodity group i = 1,2, ... , n in the
rest of the world.

elasticity of substitution between domestically produced and imported units of
commodity i = 0, 1, ... , n at home and abroad, respectively.

expenditure allocation parameter in the household demand function for conSUffi­
er commodity group s = 1,2, ... , k.

distribution parameter in the CES-function representing the trade-off between
imported and domestically produced goods of type i = 0, 1, ... , n.

the elasticity of investments in sector j = 0, 1, ... , n + 2 with respect to the
expected excess profit ratio.

the relative weight of the current price of production sector output i = 0, 1, ... ,

n + 2 in the formation of expectations about that price.

11 The difference between "exogenous variables" and "parameters" is that the former may
have different values in different periods, while the latter are constant over time.
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~~ the relative weight of the current price of commodity i = O, 1, ... , n in the
formation of expectations about that price.

~f the relative weight of the current price of complementary imports to sector
j = 0, 1 in the formation of expectations about that price.

~w the relative weight of the current wage rates in the formation of wage expecta­
tions.

Z?, Q~, Aj constants in the export, household demand and ex ante production functions,

respectively.
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4 The Solution Procedure

The purpose of this section is to give a brief overview of the solution algorithm
developed by A. Por for this model. The discussion here does not deal with the
mathematical techniques used in various parts of the algorithm. The aim is only to
indicate the main steps in the solution procedure, and to give an economic
interpretation of that procedure. Before turning to the main topic of this section,
however, a few properties of the model should be pointed out, and some of the
equations have to be written in a different form.

In accordance with eq. (25) it holds that

1 n

P:j(t) = (1 - ej) Pj(t) - LPij(t)a"ij - LPP(t) aij - V(t) Pf(t) bjj ; u = 0, 1, ... , t-l
i=O i=2 j=0,1, ... ,n+2

By a slight rearrangement of the terms this can be written so as to define a new
variable, P;(t). That is

1 n

P;(t) = P:j(t) + LPij(t)aUij = (1- ej)Pj(t) - Lpp(t)ajj - V(t) Pf(t) bjj ;
i=O i=2 'O=0,1, ,t-1

j=0,1, ,n+2

By denoting the energy costs per unit of output e"j(t), Le.

1

eUj(t) = LPij(t)aUij;
i=O

u = 0,1, .. e, t-l
j=O,l, ... ,n+2

the value added per unit of output in vintage 'U in sector j can be written

P:j(t) = P;(t) - e"j(t);

Thus the value added per unit of output can be subdivided into two p~rts, where
one, the new variable P;(t), applies to all vintages in sector j and the other, the
unit energy costs, is vintage specific. Moreover, when the prices of intermediate
inputs are given, the values of e"j(t) are given as weIl. This means that total output
in sector j can be expressed as a function of p; and the wage rate Wje

The variable P;(t) represents the difference between the producer price of the
output in sector j, and the unit cost of non-energy intermediate inputs. Clearly it
can happen that e"j(t) exceeds P;(t). Since negative P:j(t) would imply zero
production under conditions of profit maximization behavior, P:j(t) has to be
determined in accordance with

if p; (t) > e"j(t)

if p;(t) ~ e"j(t)
(54)



54

If some P:j(t) = °in equilibrium, the corresponding Xvj(t) is also zero, which can
be easily seen when the suppy function of production units of vintage 'U in sector j
is written in the following explicit form.

l {(1- a.)p*.(t)}~
y .(t) = A .(t)aj J VJ aj .
L~J VJ Wj(t) ,

Assuming that the prices poet), ... , Pn +2 and the wage rate W(t) are given, and
using eq. (54), this supply function can be written

'U=o, 1, , t-l
j=O, 1, , n+2 (55)

(56)

where fvj denotes a nonlinear function of the variable piet). Observe that when the
domestic producer prices Po, ... , pn + 2 are given, the domestic user prices P~(t),

... , P~(t) are given as weIl. (See eq. (16)).
On the basis of eq. (31) it holds that

(
k A). k k A (k )_ tistJs o t istJs Q o.

Cj(t) - B(t) ~ P~(t) + ~tiSOS - ~ P~(t) ~Ps (t)Os ,

Thus, when the prices are given, household demand for commodity group i is a
linear function of household expenditure E(t).

Moreover , when prices are given, the "input" of domestically produced goods
per unit of composite goods demanded is also given for all types of composite
goods. Thus we can define

and treat diet) as a constant as long as the prices are kept unchanged. The
equilibrium condition for the markets for domestically produced goods can now be
written (setting diet) = 1 for i = n + 1, n + 2)

i=0,1, ... ,n+2

and on the basis of eq. (30) this becomes

{

n+3 t-l }

XiCt) = diet) ~ ~oaUjjXUj(t) + Cj(t) + Zi(t); i = 0,1 (57)

i=2,3, ... ,n+2 (58)

for the other production sectors.
As the total production in a given sector is the sum of the production in the
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individual vintages of production units, substitution of eq. (56) in eq. (57) yields,
after simple reorganization of the terms,

(59)i= 0,1

Zfuj(P;(t)) - diet) {to ZaUijfUj(P;(t)) } =

= diet) {% ZaUilUj(P;(t)) + Ci(t)} + Zj(t);

Note that when prices are given, the left-hand side is a non-linear function of P~(t)

and P;(t), while the right-hand side is linearly dependent on E(t) ((through Ci(t)
by eq. (56)) and non-linearly dependent on P;(t), P;(t) , ... , P~+2(t).

On the basis of eqs (35), (39), (40), (41) and (45) it holds that
n

1~ S {E(t) + Pn +zCt)Xn +2} = ~Pi(t)Zi(t) -

n 1

- 2)~(t)M - LV(t) Pf(t) bjjXj(t) + Pn +it)Xn +3(t); (60)
i=O j=O

When prices are given Zi(t) can be treated as constants (by eq. (36)) while Mi(t)
will be linearly dependent on Xi(t) (by eqs. (34), (36) and (37)). Thus, with all
prices and the wage rate given eq. (60) represents a linear dependency among the
variables Xo(t), X I (t), ... , Xn + 3(t) and E(t).

The model is solved for one period at a time, and for each period the solution
procedure can be subdivided into two blocks. The first block deals with the
commodity and labor markets, while the second, which does not affect the first,
deals with the capital market. For the first block the solution procedure involves
three main steps. In the following each one of these steps will be briefly described.

Step I

In this step an initial guess about the producer prices and the wage rate is made.
These values are denoteciPo(t), PI (t), ... , Pn + 2(t) and W(t). When t=O these
values are exogenously given, while the solution for the previous period is taken as
the initial guess for t> O. Using these prices, and on the basis of eq. (16), values
for the domestic user prices, denoted P~(t),p?(t) , ... , P~(t), are computed, while
a value for the price of capital goods, Pn + 3(t), is computed in accordance with eq.
(44). Then it is possible to establish an initial guess P~(t), P~(t), ... , P:+ 2(t) on the
basis of eqs. (25) and (54). When these values are determined it is possible to
represent Xo(t) and X I (t) as linear functions of E(t).

Step II

11.1.: The values for W(t), Po(t) , · .. , Pn +3(t), P~(t), P;(t), ... , P:+ 2(t) are kept

fixed
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As Xo(t) and XI(t) are now (with prices kept fixed) represented as linear functions
of E(t), values for the variables X2(t) , X3(t), ... , Xn + 3(t) and E(t) can be
determined by a linear equation system derived from eqs. (41), (58) and (60). The
computed output levels are denoted by X2(t), X3(t), ... , Xn + 3(t).

11.2: The values for W(t), port), PI(t), ... , Pn + 3(t) P~(t), P~(t) are kept fixed
.' ~.. . ~.I ~.

On the baSIS of step 11.1, a set of values P2(t), p3(t), ... , pn +2(t) are determined by
eq. (55), i.e.

t-l

Xj(t) = 2>\l/~:(t»;
,,=0

i=2,3, ... ,n+2

11.3: The values for W(t), Po(t) , P~(t), P~(t) are kept fixed
~. ~~ A.

Using the values P2(t) , P3(t), ... , Pn +2(t) thus computed and the equality (derived

from eqs. (16) and (25) and the definition of P~(t))

n

P;(t) = (1- E>j)Pj(t) - L 'ljJlPj(t) , P~(t»aij - V(t)Pf(t)bjj ;
i=2

new values for the producer prices can be computed. These values are denoted
~ A- A-

p2(t), p3(t), ... , pn + 2(t). If these are sufficiently close to the previous values the
~

nrocedure continues. Otherwise, it returns to step 11.1, Le. on the basis of P;(t),
JA * A- *
P3(t), . · ., Pn +2(t) new values for X2(t), X3(t), ... , Xn + 2(t) are computed.

11.4.: The values for W(t), Po(t) , PI(t) are kept fixed

Taking the values of P;(t),P;(t), ... , P: +2(t) and E(t) thus computed as given, eq.
(60) represents a nonlinear equation system with two equations in the two un­
knowns P~(t) and P;(t). By solving this system, Le. clearing the energy markets,
new iterative values, P~(t) and P~(t), for these variables are obtained. If these
values are close to the previous ones, the procedure continues. Otherwise, it
returns to step 11.1, where thus the new values for P~(t) and P~(t) change the linear
dependency between, on the one hand, Xo(t) and Xt(t), and, on the other hand,
E(t). If the values for P~(t), ... , P;(t), ... , P:+ 2(t) converge the steps 11.1-11.4
means that a s~t of market clearing prices for the non-energy markets, at given
wage rates and energy prices, has been found. However, the "net prices" for
energy, Le. the values for P~(t) and P;(t), which bring about the supply of energy
which is demanded at the prices ruling at this stage of the procedure, might be
inconsistent with the ruling producer prices of energy, i.e. poet) and PIet).

11.5.: The value for W(t) is kept fixed

The consistency of the values of P~(t) and P;(t) determined in step 11.4, and the

initial values poet) and PI(t) are checked by means of the equality
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n

P;(t) = (1- 8 j)Pj(t) - L1V/Pi(t), P~(t)), aij - V(t)P;(t) bjj ;
i=2

j = 0,1

and the values for P2(t), P3(t), ... , pn(t) computed in step 11.3. If the equation is
approximately satisfied, the procedure continues. Otherwise, it returns to step
11.1, using the values for Po(t) and P1(t) which satisfy the above equation at the
values P~(t) and P~(t) computed in 11.4. When step 11.5 finally is completed, a
market clearing price system, at given wage rates, has been found.

Step III

With given wage rates and commodity prices, the demand for labor is given by eq.
(46) added over vintages and sectors. If the demand for labor thus computed is
sufficiently close to the supply of labor the procedure stops. Otherwise, W(t) is
adjusted (the sign of the revision of W(t) being the same as the sign of the excess
demand for labor) and the procedure is repeated from step 11.1. When step III is
completed a solution for the resource allocation in period t (except the sectoral
allocation of investments) is obtained, i.e. the first block in the solution procedure
is completed.

Before turning to the second block in the solution procedure, a few additional
remarks about the steps 11.1-11.5 in the first block should be made. The first point
to note about these steps is that the two energy sectors are treated in a different
way than the other production sectors. The reason for this is that the different
vintages in a sector do not differ in terms of the use of non-energy intermediate
inputs. Thus, provided prices, the production in the energy sectors and total
household expenditures are given, the commodity market equations for sectors
2, 3 ... , n + 3 can be treated as an input-output model, Le., a system of linear
equations with equal number of equations and unknowns. In the corresponding
equations for the energy sect<?rs, however, all vintages in all sectors appear
explicitly. Accordingly, the energy markets cannot be cleared uniess the allocation
of total production over vintages is simultaneously det~~~~f\~?_

With this background it is easy to describe step II in the solution procedure in
economic terms~ In II. l. inithil 'prices of energy are fixed. These prices can be
regarded as prices facing the user of energy. Then in 11.2 and 11.3 market clearing
prices for non-energy goods are determined; by an iterative process equality
between the prices accepted by the producers and the prices facing the consumers
is established, and throughout this process the markets for non-energy goods are
cleared. When step 11.3 is completed, the supply and demand functions for energy
are also determined. The situation is illustrated by Figure 4.1 below where both
the supply of and demand for fuels and electricity are expressed as functions of
p;(t),12 i = 0, 1, respectively.

In step 11.4, then, the market clearing values of P;(t), i = 0, 1, are determined

12 If Figure 4.1 is assumed to apply for i = 0, it presupposes that a solution for i = 1 already
has been obtained.
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Figure 4.1 Market Clearing in an Energy Market

P~(t) i = 0,1

P~(t) ~--------+----~t------_--I.._-----~ Xj(t)

and in 11.5 these values are compared with those obtained on the basis of the
previous energy prices, Le. Po(t) and P1(t). In Figure 4.1 the two sets of estimates
of P~(t) and P~(t) coincide as they should in a final solution to the model.

Generally speaking, the solution procedure implies that producers always satisfy
the demand which is established at the prevailing prices. However, once they
realize that the market clearing output levels lead to marginal production costs,
which differ from the prices, the prices are revised in such away that equality
between price and marginal cost is attained. But when prices change demand
changes as weIl and the equality between price and marginal cost may again not be
realized. The process continues until all commodity markets are cleared at prices
which are compatible with profit maximization in all production units. At an
intermediate step in the process, however, the prices needed to induce producers
to supply the demanded quantity differ from the prices the consumers are faced
with. Figure 4.2 illustrates how a solution for the non-energy sectors is attained,
Le., the steps 11.2 and 11.3.

Step III in the solution procedure does not have to be described in detail. It can
be regarded as a Walrasian tatonnement process in ·which the excess demand for
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Figure 4.2 Market Clearing in a Non-energy Market

P~(t) i = 2,3, . , " n + 2

....
P~(t) ....---------+--...""'---....-----t---------.... Xj(t)

labor at a given wage rate is computed, and then the wage rate is gradually
adjusted until the excess demand is eliminated. In this process the sign of the wage
revision is the same as the sign of the excess demand.

The solution procedure for the second block, the allocation of investible funds
over investing sectors, is much less complicated than the one described above.
Once a solution for the first block is obtained, the variables Rj(t) and ax;(. )/aQ
can be computed. Since I(t) i~ deterrnined in the first block, the second block can
be represented by the single equilibrium condition

n+2

I(t) = Llj(t);
j=O

where Ij(t) is a function of the market interest rate, r(t). However, Ij(t) is a
discontinuous function of r(t). Thus it may happen that no solution exists for the
sectoral investment rule given by eq. (52). In order to obtain a solution in all cases,
the rule is somewhat augmented in the solution procedure. Thus, if no solution can
be obtained on the basis of eq. (52), the set of sectors cornpeting for investible
funds, i.e., the sectors for which Rj(t) is greater than or equal to the market rate of
interest at the point of discontinuity, is augmented with the sector with the highest
Rj(t) of those not in that set. This procedure is repeated until a solution is
obtained.
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5 Implementation, Parameter Estimation,
and Model Behavior

5.1 General Remarks

When building a model of resource allocation in a national economy, the modeler
is faced with several trade-off problems. One of these is that attempts to ·give a
relatively detailed representation of various resource allocation mechanisms tend
to involve variables which are difficult, or even impossible, to observe. For
instance, explicit incorporation of the notion of "putty-clay" technology facilitates
a realistic representation of factor substitution and technical change in a medium­
term perspective, but requires an explicit representation of the ex ante technology
and price expectation formation process, Le. phenomena which are very difficult
to observe. Conversely, models of resource allocation can be entirely based on
observable data only if quite dramatic simplifications of the resource allocation
mechanisms are accepted.

Obviously the model presented here is based on a number of simplifying
assumptions. Yet it represents an attempt to model the process of factor substitu­
tions and technical change in a relatively detailed and, hopefully, realistic way.
The price of this realism is the incorporation of a number of variables which
generally are difficult or impossible to observe. In addition the model contains
variables for which only one or a few observations can be obtained. This applies,
for instance, to the intersectoral deliveries of goods and services. Consequently
most parameters in the model cannot be estimated by means of standard econo­
metric techniques.

A substitute technique is the so-called "reference equilibrium method", which
has been employed in the implementation of the model presented in this report.
This approch to parameter estimation starts from the assumption that the model is
a true representation of the economy. It is also, implicitly, assumed that the
variables dealt with in the model can be measured correctly. If these assumptions
are accepted, a statistical description of the state of the economy at one single
point in time can be taken as a solution to the model.

With this point of departure the parameter estimation procedure becomes
simple and straightforward. To begin with, all the parameters of the model are
expressed as functions of the exogenous and endogenous variables, and then these
functions are evaluated at the observed values of the mode1's variables at a
particular point in time.

In formal terms the model is written

i = 1, ... , m

where the vector x denotes the endogenous variables, the vector y the exogenous
variables and the vector a the parameters. At a given point in time the eildogenous
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and the exogenous variables attain the values xand sr respectively, and the model
becomes a system of equations in which the vector a contains all the unknowns,
i.e.

i=1, 2, ... , m.

In simple cases, such as when the parameters of an input-output model are to be
estimated, one consistent set of observations on exogenous and endogenous
variables is sufficient for unique determination of all the parameters of the model.
Generally , however, extraneous information about functional forms and some
parameter values is needed as weIl.

When this procedure is adopted model validation obviously becomes very
difficult. The statistical significance of individual parameter estimates cannot be
ascertained in the "usual" way, and lack of data often prevents a full ex post
comparison between model predictions and the actual development of the econo­
my. In addition, models of the type presented here often are used for simulation of
the effects of policies and other changes in exogenous conditions which have not
been experienced before. Thus, one may wonder about the proper interpretation
of results obtained from a model, in which the parameters have been estimated by
means of the reference equilibrium method.

The easiest answer to this question, of course, is to maintain that the principal
aim of the study is methodological, and, consequently, that the numerical results
should be regarded onlyas illustrations of a method. This position no doubt
implies the minimum commitment for the author, and may in same cases be the
only reasonable one, but it also implies some waste of the resources put into model
development. After all, a considerable amount of data is available, and efficient
use of these data might turn the model inta a useful tool for quantitative analysis of
resource allocation problems in a real economy.

The model presented in this report has been implemented on Swedish data. The
implementation represents a serious effort to make efficient use of available data.
The resulting numerical model, which is briefly described in the following subsec­
tion, is intended to be used for quantitative analysis of resource allocation prob­
lems related to Swedish §nergy policy. The nature and purpose of the quantitative
analysis in which the model will be used is best described by a quotation from Leif

,Johansen: 13 "The data !lnd the quantitative analysis do serve the purpose of
illustrating the method and the model. But, at the same time, if I were required to
make decisions and take actions in connection with relationships covered by this
study, I would (in the absence of more reliable results, and without doing more
work) rely to a great extent on the data and the results presented in the following
sections. Thus, the quantitative analysis does not solely serve the purpose of
illustrating a method. I do believe that the numerical results also give a rough
description of same important economic relationships in reality" .

13 See Johansen (1960), p. 3.
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5.2 Functional Forms and Parameter Values

As mentioned above, the model has been implemented on the basis of Swedish
data. The main data source is an input-output table for 1979, aggregated up to
seven production sectors. The sector classification, which can be seen in Table 5.1,
is chosen in order to be useful for analyses of the economic impact of national
energy policies and alternative assumptions about world market oil prices.

Table 5.1 Production Sector Definitions

Sector SNI

o Fossil fuels production
1 Electricity production
2 Mainly import competing

industries
3 Mainly exporting energy

intensive industries
4 Other mainly exporting

industries
5 SheItered industries and

service production
6 The public sector
7 The capital goods sector

(book keeping sector)

353,354
4
11,13,31,32,33,3412,
3419,342,355,361,362
12,2,3411,351,37101
37102
352, 356, 3699, 37103,
372,38,39
3691, 3692, 5, 6, 7
8,9 (priv.)

The aim has been to identify the smallest possible number of sectors which is
compatible with a meaningful analysis of the issues under study. There are several
reasons to keep the number of sectors as small as possible. One is simply that the
costs for solving and storing the model are quite sensitive to its size. Another, and
more important reason, is that no complete input-output table for 1979 is availa­
ble. Thus, the estimates of the intersectoral flows of non-energyl4 goods and
services have to be based on the 1975 input-output data. 15 As the input-output
relations between large aggregates of sectors tend to be more stable than the
corresponding relations between more disaggregated sectors, a relatively high level
of aggregation accordingly was preferable in this case. A third reason is that the
possibilities of getting good estimates of world market prices, technical change,
etc. for a large number of sectors from published sources are quite limited, and if
such assumptions cannot be differentiated between individual sectors, there is no
point in a far-reaching disaggregation of the production system.

14 Estimates of the 1979 energy flows are, however, available.
15 For 1975 a complete input-output table is available. However, as only one year had
elapsed since the 1973/74 oil price increases, it is quite likely that the energy input
coefficients which can be observed in the 1975 input-output table do not represent equilibri­
um values. To some extent the same problem applies to the 1979 data, but in view of the
errors in the national accounts up to 1978 that have been discovered, the 1979 data was
regarded as the best choice.
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Tables 5.2-5.4 summarize some base-year data about the production sectors,
and in Table 5.5 the ten aggregates of household consumption goods dealt with in
the model are defined.

Table 5.2 Base Year Sectoral Employment, Energy Use, and Value Added Shares

Sector L/L Xo/(Xo + Mo) Xl/(XI + MI) Y/Y

O 0.0009 0.0251 0.0025 0.0223
1 0.0095 0.0814 0.0249 0.0255

2 0.1226 0.0595 0.0620 0.1721
3 0.0472 0.1006 0.1557 0.0612
4 0.1303 0.0470 0.0862 0.1562

5 0.4258 0.4213 0.5346 0.3514
6 0.2637 0.0309 0.1138 0.2113
7

L 1.0000 0.7658a 0.9795a 1.0000

a The difference between this value and unity is made up of the shares of household consumption and exports.

Table 5.3 Base Year Input Coefficients for Capital, Labor, Fuels, and Electricity

Sector K/X j L/X j XO/Xj Xl/Xj

O 0.2174 0.0003 0.0512 0.0023
1 6.3451 0.0031 0.1850 0.0255
2 0.7361 0.0047 0.0159 0.0075
3 1.5517 0.0044 0.0649 0.0452

4 0.6229 0.0052 0.0132 0.0109
5 2.6974 0.0093 0.0639 0.0366
6 1.5461 0.0118 0.0096 0.0159

7

Table 5.4 Base' Year Shares of Export and Import, and Export and Import Shares
in Individual Production Sectors

Sector z/z M/M Z/Xi M/(Xi + Mi)

O O 0.1946 O 0.6060
1 0.0030 0.0059 0.0210 0.0494

2 0.1530 0.2454 0.1277 0.2024
3 0.2283 0.1056 0.4597 0.2086
4 0.4963 0.3745 0.4342 0.2888

5 0.1194 0.0740 0.0566 0.0417
6

L 1.0000 1.0000

All import measures inc1usive of complementary imports.
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Table 5.5 Definition of Household Consumption Goods

Consumption good

1. Food
2. Beverages and tobacco
3. Clothing
4. Gasoline

5. Medical products and personal care
6. Gross rents, fuel and power
7. Transport
8. Recreation

9. Furniture and other furnishing

10. Other

a SNA numbers in ( ) means "part of".

SNAa

1.1
1.2-1.4
2, (8.1.2)
6.2.2
(4.5.1),5.1,8.1.1, (8.1.2)
3.1.1,3.2
(6.1), (6.2.1), 6.2.3, 6.3
5.2, (6.1), (6.2.1),7.1,
8.2.1, (8.2.2)
4.1,4.2.1, (4.3.1),4.3.2,
(4.4.1), (4.5.1)
(4.3.1), (4.4.1), (4.5.1) 4.5.2, 4.6, 5.3,
6.4, 7.2-7.4, (8.1.2), (8.2.2)
8.2.3-8.3.2, 8.5, 8.6

Given the specification of the model in terms of the general characteristics of
supply and demand functions, there is still some freedom to choose functional
forms for the ex ante production functions, the household utility function and the
"production functions" defining the composite goods in the home country and in
the rest of the world. In the following the choices actually made will be briefly
discussed. It should, however, be pointed out that other choices can be made
without major revisions of the solution algorithm.

Clearly the knowledge about ex ante production functions is very limited. This
would suggest that a flexible functional form such as the translog production
function or a generalized Leontief cost function should be used for the representa­
tion of the ex ante technology. However, in view of the difficulties to obtain
relevant price-data for the estimation of these functions, they were not too
attractive. Instead it seemed resonable to choose a functional form with a small
number of parameters, and in which each one of the parameters has a simple
economic interpretation. In other words, if one is forced to use a lot of "guessti­
mates" the number of guesses should be kept at a minimum and concern economi­
cally meaningful magnitudes.

From these points of view the nested CES-Cobb-Douglas function (see p. 38)
was attractive, but not the only possible choice. The distribution parameters (aj) in
the Cobb-Douglas part of the function were estimated by means of income
distribution data for the base-year, i.e. for 1979, and the input-output coefficients
(aij) are estimated by means of the ratios of intersectoral flows (Xij) and gross
output (Xj) that year. The ex ante elasticity of substitution between the capital­
Iabor composite and the fuels electricity composite was set equal to 0.75 in all
sectors except the energy sectors. This figure is compatible with the results
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presented in Pindyck (1980),16 but of course subject to significant uncertainty.
Lacking better information, finally , the same values were assumed for the elastic­
ity of substitution between fuels and electricity. A selection of the adopted
parameter values are displayed in Table 5.6.

The choice of a linear expenditure system for the representation of household
demand is motivated by the fact that such systems have been estimated on Swedish
data. The linear expenditure system used here is estimated by J. Dargay and A.
Lundin (1981). It differs from other systems in that it treats fuels as a separate
household consumption good (see Table 5.5), which is an advantage in the types of
studies the present model will be used. However, as all linear expenditure systems
it does not take substitution effects into account, which clearly is a disadvantage.

The "production functions" defining the composite goods consumed in the
home country and the composite goods consumed in the rest of the world were all
specified as CES-functions. The CES-specification is convenient since it leads to
import and export functions which are relatively easy to estimate. Howeve_r, the
assumption that the same "production function" applies to all domestic users of
good i is generally not plausible. If goods produced in different countries actually
are qualitatively different, the substitutability between imported and domestically
produced goods of the same "type" should, in general, differ between domestic
users. In particular, for industrial users the substitutability should reflect the
properties of technology, while it should reflect the properties of preferences for
users in the household sector .17

However, whereas the model would remain fundamentally the same if different
composite goods were defined for different domestic users, the estimation prob­
lems would increase significantly. In view of these problems the simplest possible
specification was chosen. Thus, all domestic users of a given composite good, say i,
are assumed to use the same type of composite good, Le., use the same "produc­
tion function" to define the composite good.

The numerical values of the parameters of the import and export functions have
been chosen partly on the basis of econometric evidence, partly on the basis of
theoretical considerations. Thus, one source of information is Hamilton (1980),
another is Restad (1981):,.. However, neither of these sources, or other possible
sources, use aseetor classification which can be aggregated into the one used in
this study. Moreover , many of the estimated export price elasticities have absolute

16 On the basis of pooled time-series data from ten countries, Pindyck estimated, among
other things, the elasticity of substitution between capital and labor (OKL), between capital
and energy (OKE) and between labor and energy (OLE) for the industrial sector. His results
should be regarded as estimates of the long-run elasticities of substitution, and can thus be
used to characterize the properties of the ex ante technology. With our assumptions
included in paranthesis, Pindyck's results were the following:

0KL: 0.77-0.82(1.00), 0KE: 0.61-0.86(0.75), OLE: 0.93-0.97(0.75).

17 Available econometric evidence does not support the hypothesis that the same "produc­
tion function" can be used to define the composite good i for all sectors. See Frenger
(1980).
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values which are so low that they are hard to accept on theoretical or even
common sense grounds. Consequently, a considerable amount of judgement and
"fingerspitzgeflihl" has gone into the estimates of Ei and Jli displayed in Table 5.6.

Table 5.6 Estimated Values of Some Key Parameters

Sector aj (1 - Qj)-l (l-y)-l Ej ~j

O 0.8362 0.25 0.25 0.0 0.5
1 0.7555 0.25 0.25 -1.0 0.5
2 0.3770 0.75 0.75 -2.0 4.0
3 0.3076 0.75 0.75 -5.0 0.5
4 0.2053 0.75 0.75 -4.0 2.0
5 0.3600 0.75 0.75 -2.0 0.5
6 0.0436 0.75 0.75
7

It should be noted that the export functions and the current account constraint are
specified in such away that the "horne country" has some autonomy in the pricing
of its exports. Whether or not a significant deviation between domestic production
cost, Le., the variable Plt), and the corresponding world market price, Le., the
variable V(t)p~E(t), would exist in equilibrium depends on the absolute values of
Ei as weIl as on the properties of the supply functions. As deviations between
domestic production costs and world market prices are not consistent with the
notion of "a small open economy" , some constellations of parameter values would
necessitate a respecification of the foreign trade part of the model. Otherwise the
model would indicate terms of trade gains of the optimum tariff type from
domestic energy taxation. Such a respecification would then be carried out along
the following lines.

The total output in sector j is assumed to consist of an aggregate of a large
number of goods. The price Pj(t) is taken to be the price index of this aggregate.
Some of the goods in the aggregate are exported at given world market prices. The
price pfE(t) is taken to be the price index of the aggregate of goods exported from
sector j. Using the same symbols as before, the value of the total output from
sector j can be written in two identical ways in accordance with

Pj(t)Xj(t) = V(t)pfE(t) Z/t) + pr(t) {N/t)};

where thus pr(t) is the price index and Nj(t) the quantity of the nonexported part

of the output from sector j.
The current account constraint should now be written

while the unit cost of the composite goods used within the country should be
defined
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i=O, 1, ... , n

rather than

i=0,1, ... ,n

Thus, the model can be made roughly consistent with the usual "small econo~y"
assumptions also in the case where the absolute values of the parameters Ei are
rather small. However, uniess the energy tax variables are given quite high values,
"optimum tariff effects" do not seem to be a problem at the parameter values
displayed in Table 5.6.

5.3 Some Numerical Results

To conclude the description of the ELIAS-model, a few results from model
simulations are presented. These results primarily serve the purpose of indicating
the functioning of the model. Thus, there is no point in carrying out an extensive
discussion about underlying assumptions about exogenous variables; it is sufficient
to say that the "Base case" presented below is based on the assumptions and
results of the most recent long-term economic survey published by the Ministry of
Economic Affairs.

Table 5.7 The Calculated Impact of Increasing Labor Supply
Annual percentage growth rates 1979-91

Private consumptiona

Public consumptionab

Gross investmentsa

Exportsa

Importsa

GDpa

a In constant 1979 prices.

b Exogenously determined.

Base case

1.3
0.9
2.9

4.0
1.7
2.2·

Labor Plus case

2.5

0.9
3.6
4.9
2.4
3.0

To begin with two "comparative dynamics" experiments are presented. Thus, in
Table 5.7 the impact of an increasing supply of labor is displayed. In the Base case
the labor force is assumed to decline by 0.2 percent per annum, while it is assumed
to grow by 0.8 percent per annum in the Labor Plus case.

The next "comparative dynamics" experiment concerns the role of expectation
formation and the functioning of the vintage capital and putty-clay properties of
the technology. Thus, in the Base case static expectations were assumed, Le., the
producers/investors were assumed to expect current relative prices to prevail in the
future as weIl. In the OH Price Foresight case, on the other hand, the producers/
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investors are assumed to correctly foresee an annual 2 percent increase in the
relative price of imported oil. As a result, total oil consumption declines by 0.1
per~ent per annum in the Oil Price Foresight case, while it increases by 1.1 percent
per annum in the Base case.

In Table 5.8 below the development of sectoral oil input coefficients in these two
cases is displayed. A distinction is made between the average sectoral oil input

Table 5.8 The Calculated Development of Sectoral Oil Input Coefficients 1979-91
under Various Assumptions about OU Price Expectation Formation

Base case Dil Price Foresight case

Average sec­
toraloil
input coef­
ficient

Dil input
coefficient
in new
plants, %

Average sec­
toraloil
input coef­
ficient

Dil input
coefficient
in new
plants, %

a. Sector 2: Mainly import competing industries

1979 0.0159 98
1982 0.0158 86
1985 0.0149 84
1988 0.0140 84
1991 0.0132 84

-1.5 p.a.

b. Seelor 3: Mainly exporling energy intensive industries

1979 0.0650 100
1982 0.0650 94
1985 0.0636 92
1988 0.0618 91
1991 0.0599 90

-0.7 p.a.

c. Sector 4: Other mainly exporting industries

1979 0.0132 100
1982 0.0132 90
1985 0.0125 89
1988 0.0118 88
1991 0.0110 89

-1.5 p.a.

d. Seelor 5. Sheltered industries and service production

0.0159
0.0142
0.0129
0.0118
0.0108

-3.2 p.a.

0.0650
0.0610
0.0570
0.0535
0.0505

-2.1 p.a.

0.0132
0.0116
0.0104
0.0095
0.0087

-3.4 p.a.

75
75
76
78
81

76
79
81
83
84

77
80
84
86
87

1979
1982
1985
1988
1991

0.0639
0.0639
0.0630
0.0618
0.0606

-0.4 p.a.

100
94
93
94
92

0.0639
0.0603
0.0571
0.0542
0.0517

-1.8 p.a.

77
78
80
83
84
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coefficients and the oil input coefficients in new plants, i.e. plants designed in the
period in question and taken into operation the following period. The latter set of
coefficients are expressed as percentages of the average seetoraI oi! input coeffi­
cient.

It should be noted that the assumptions made in the Oil Price Foresight case
lead to approximately the same, but relatively low, oil input coefficients in new
plants in all periods, while these coefficients tend to decline over time in the Base
case where expected oil prices gradually increase. Also it should be noted that the
development of average oil input coefficients over time partly reflects the proper­
ties of the new technology, and partly reflects the amount of gross investments in
the sector in question.

In Table 5.9, finally, some comparative static experiments are presented. The
results are presented as elasticities computed around the 1991 Base case equilib-
rium values.

Table 5.9 Computed Elasticities of Seleeted Macro-economic Variables with Re­
spect to Di! and Export Price Changes

Elasticity with respect to changes in

Oil prices

Private consumptiona

Gross investmentsa

Exportsa

Importsa

GDpa

National incomeb

Terms of trade
Oil consumption

Import price
change

-0.17
-0.16

0.24
-0.11

0.01
-0.19
-0.37
-0.04

Domestic oi!
tax change

0.01
-0.01

O
O
O
0.01
O

-0.03

Export price
in sector 4c

0.10
0.13

-0.04
0.22
O
0.24
0.24
0.01

a Constant 1979 prices. ~

b Evaluated at equilibrium factor prices.
c The variable P~(t).

As can be seen in the table the Armington assumption in conjunction with the
exogenously given current account deficit (or surplus) leads to very strong terms­
of-trade effects of world market price changes. The significant increase in exports
which is necessary to restore equilibrium in the case of a world market oil price
increase, suggests that rigidities in the adjustment process might cause additional
income losses. It should also be noted that, due to the technology assumptions, the
short-run price elasticity of the demand for oil is very low.
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1 Introduction

In the following we present a model for the Swedish economy called ISAC ­
Industrial Structure And Capital Growth. The principal aim of our modelling
efforts has been to form an instrument suitable for the medium and long-term
study of stability and growth. The model also reflects our concern to arrive at
empirically estimable relations and functions, and to make possible projections
over a longer time span in order to analyze some crucial policy problems coneern­
ing, e.g. the balance of payment, energy policy, and the controI of loeal govern­
ment spending. The model has so far been used mainly for policy studies dealing
with the time periods 1980-85 and 1980-2000, respectively.

1.1 Inertia an~d Adjustment in a SmallOpen Economy

In a small open economy like Sweden much interest is focused on the way in which
the economy adjusts to changes in trade volume and priees on the world markets.
There are many ways in which this adjustment process can be modelled. In a pure
neoelassical model of competitive equilibrium the emphasis would be on the final
results of the assumed price adjustments, disregarding the various sources of
inertia and the effects of intermittent disequilibria. The assumed adjustment
mechanisms would then usually not be directly estimable from the dynamie
performance of real life economies, and the model would be best suited for
comparative static studies of medium and long-term tendeneies.

In ISAC we have gone in an opposite direction, trying as far as possible to
incorporate various kinds of adjustment obstacles, like the sticky wages and prices
of markets characterized by monopolistic or oligopolistic eompetition, the immal­
leability of vintage capital, the cash-flow restrictions on investment financing, and
the inertia and lags observed. in ,both private and loeal government consumption.
We recognize regulated~prices like the rate of exchange and eost components
mainly determined from abroad like the rate of return requirement. Market
disequilibria - surpluses or deficits of foreign exchange and of produetion capacity
and labor - will therefore be a normal feature of model projections and will have
feedback effects in the form both of price modifications and a rationing of supply.
From a disequilibrium situation the model economy may finally - with the help of
or despite economic policy measures - fetch up in a new equilibrium or steady­
state growth barring new disturbances. Even then, however, the adjustment path
will in most cases affect the final equilibrium in important ways. To study this
interdependence between short-term instability and long-term growth is indeed
one of the main purposes of the ISAC-model.

The ambition to incorporate arealistic description of the "imperfect" adjust­
ment mechanisms is a feature which the ISAC-model has in common with i.a. the
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LIFT-model of the University of Maryland and the MGM-model of the Cambridge
Growth project (Barker 1974, 1976). The development of ISAC has indeed run
paralleI with the development of the MGM-model and has been influenced and
aided by the experience earned from the Cambridge Growth project.

The history of the ISAC-model can, to a certain extent, be said to reflect the
developments of the Swedish economy during the 70s. The model work was started
in the middle of the 70s. The aim was to construct a static planning model for the
whole economy of the kind then used for medium-term planning in many Treasur­
ies around Europe. Starting out from the experience of fast growth and price
stability in the 60s it was deemed sufficient and appropriate to limit the modelling
ambitions to the description or prescription of balanced growth paths from the
present to afuture target date. The emphasis was on developments in real terms
with consistent price structures being computed afterwards. This first version of
the model was used for a medium-term survey, carried out in 1976 by the
Industrial Institute for Social and Economic Research (IUI) in Stockholm. 1

The increased price instability and price uncertainty engineered in part by the
1973 oil crisis were in Sweden followed by dramatic swings in industrial investment
activity during the rest of the decade. In the second phase of model development
priority was therefore given to the integration of price formation into the model
computation and the introduction of investment functions for the various industrial
branches. This second version was i.a. employed in a second IUI survey, published
in 1979.2

At the end of the 70s the economic interest in Sweden was increasingly focused
on the determinants of our international competitiveness and on the need for
structural adjustment in industry in order to eliminate our mounting trade deficit.
Thus, there were compelling reasons in the final phase of model development for
introducing more explicit mechanisms for price and wage setting, for making the
capital structure in industry more explicit with the aid of avintage capital ap­
proach, and for incorporating a special submodeI for local government spending.
To make possible an explicit analysis of various means of reducing our oil depend­
ence a relatively detailed treatment of energy consumption was also incorporated
into the model.

During the early years of the 80s the model was used for various kinds of policy
analysis within IUI. Structural change and strategic choices concerning the growth
of public service were analyzed with the help of model simulations over the period
1980-2000 (Nordström-Ysander 1980). The adjustment problems caused by the oil
price hikes and alternative ways of "insuring" against similar future macroecono­
mic shocks have been the subject of a series of st\)dies making use of the detailed
energy specification of the model (Ysander 1983a, b, 1984). The incorporation of a

1 For a detailed account of this version see "IUI:s långtidsbedömning 1976. Bilagor."
(1977), in particular Chapters 1-3 by U. Jakobsson, G. Normann and L. Dahlberg,
respectively.
2 ef. Eliasson-Carlsson-Ysander (1979). The second version is described by the present
authors in Ysander et al. (1979).
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submodei of local government behavior (the LaGaS model) has made it possible
to make simulation studies of the interaction between local government and the
rest of the economy and to analyze the cyclical impact of local government budgets
(Ysander-Nordström 1985). Since 1981 the model is also at the disposal of the
Swedish Treasury, where it has been used for complementing medium-term sur­
veys and as a starting point for developing new, aggregated, model versions (cf.
Nordström 1982).

1.2 Market Behavior

The markets explicitly treated in the ISAC model are throughout characterized by
a monopolistic or oligopolistic competition. The nonregulated prices are set by the
sellers, not by any neutral "market" mechanism. This certainly does not imply the
absence of any adjustment towards market equilibrium. But sticky prices and
wages can make the adjustment considerably slower and more indirect.

On the markets for tradable goods· prices develop as weighted averages of
changes in cost, in world market prices and in capacity utilization, where different
weights can be used for domestic and foreign sales, respectively. This can be
interpreted as saying that basically the firms are trying to cover costs, where costs
are computed as average variable cost plus planned depreciation and a target rate
of return on installed capita!.3 This "cost price" is then modified to take account
both of the foreign competition and of variations in capacity utilization.

There are no long-run returns to scale in industrial production but capacity
within each branch is distributed between vintages, typically differing in technol­
ogy and in productivity. In a world of perfect competition only those vintages
would be used which can earn a quasi-rent at given world market prices. The way
we have modelled the Swedish economy is quite different. Typically, a Swedish
industrial branch is dominated by a small number of big firms - each comprising
several capital vintages, both in different plants and within the same plant, which
moreover often represent different technological stages of the production pro­
cesses. We therefore assum~ ·that, due to technological reasons and to consider­
ations of regional emplö"yment responsibilities, the firms will at each time have the
same capacity utilization in each vintage. In the short run this may imply accepting
current losses in some ·vintages. Since the firms are assumed also to vary the
relative scrapping of vintage capacity in inverse proportion to profitability , vintage
use will, nevertheless, in the long run adjust to differences in quasi-rent. The
short-run impact on the firm of, say, a change in world market prices will thus be
to a certain extent cushioned both by the "sticky" pricing and the evening out of
capacity use - making the compensatory change in trade volume correspondingly
greater. Since changing trade and capacity use will react back both on pricing and ­
together with profits - on investments, the adjustment will be reinforced. The

3 For a diseussion of prieing with target rate of return and of the empirieal evidenee for its
use ef. Eekstein-Fromm (1968).
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adjustment will, however, still be somewhat slower and carried out on a lower
profit level than what would be the case in a perfectly competitive world.

The response to the firms' price-setting will on domestic markets be determined
by intra-firm demand, by governmental demand, and by consumers' final demand
as expressed in a system of linear expenditure equations. On the foreign markets,
the response, described by a set of export functions, will be determined by the
relative price development and by the world market trade expansion.

For nontradable goods the prices are assumed to be completely determined by
cost, including a target rate of return on capita!.

Wage-setting on the labor market is modelled by a Phillips curve type of
approach, making wages in the private sector depend on past profits, productivity
development and inflation, and current unemployment. This outcome can be
interpreted in a manner somewhat analogous to that used for the price-setting in
the product market. The wage earners will try to get compensated for both
inflation and productivity gains but the final result will, however, be modified by
current market conditions, Le., unemployment. Long-run wage adjustment will
thus be reinforced by the change in total employment resulting from the bargain­
inge

For public employees a one-year lag in wage settlement has been usual and has
been assumed in the model to continue also in the future. The sensitivity of wages
to employment cO,nditions is obviously of strategic importance for the functioning
and the policy implications of the model. In the model version documented here
the empirical estimates of this sensitivity may weIl be biased by the choice of open
unemployment as indicator of market conditions and by our assumption of an
aggregated labor market with exogenously given supply.

A consequence of assuming immediate adjustment of supply to demand at the
set prices in the product markets, i.e., no unplanned stock changes, is that
disequilibria will occur also in another factor market in the form of over- and
underutilization of capital. As already toId above, a slow adjustment of capacity
will, however, take place since investments are determined by the degree of
utilization as weIl as by past profit performance.

This kind of investment function is obviously in line with the assumption of
monopolistic competition in the product markets. The influence of past profits can
be said to reflect both profit expectations and the cash flow restrictions on
investment finance. A similar mixture of financial conditions and utilization rates ­
will also determine local government investment in the various areas of service
production.

There are no explicit financial markets in the model. Instead both the rate of
exchange and the required rate of return on capital are assumed to be exogenously
determined. The rate of exchange is treated as an instrument of government
policy. Although some causes of exchange disequilibria may be weakened by self­
correcting adjustments elsewhere in the model, there is thus no feedback mechan­
ism leading automatically to exchange adjustment in the absence of government
intervention.

A similar - and related - need of government intervention arises in the capital
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and the money markets. The required rate of return in the small open economy is
assumed to be determined abroad by conditions in the international financial
markets. This internationally determined rate of return is then transformed to a
particular rate for each branch of industry by taking account of differences in
depreciation rate, tax treatment and solidity. The required rate of return will
influence the firm's pricing and investment and by that also its saving, but will not
affect the saving ratio for households. 4 The main burden of adjusting total domes­
tic saving to avoid surpluses or deficits in external payments will thus fall on the
public budgets, particularly the state budget.

1.3 The Impact of World Markets

What happens in the world markets is of decisive importance for a small open
economy like Sweden. The inter-relations between Swedish markets and foreign
markets are in the ISAC-model described by export- and import-functions with the
relative priee (domestie/world) and market expansion as determinants. The meas­
urement and interpretation of the involved elastieities do, however, involve some
rather knotty problems.

That most estimated relative price elasticities both for exports and imports are
rather low - in the estimates we use between 1.5-2.0 on the average - is weIl in line
with our basic assumption of monopolistic competition determining foreign mar­
kets as weIl as the domestic ones. Unfortunately, we cannot be sure that the
aggregate elasticities we measure reflect market condition for the commodities
eoneerned. To be able to discern the various biases that might be involved in the
estimates it might be worthwhile to start by recalling some main possible reasons
or charaeteristies of monopolistic competition, explaining the existence of priee
differenees between similar products.

One such characteristic may be simply product differentiation. The products of
different firms - and countries - are then perceived as being different, even though
the difference may only exist "in the eyes of the perceiver".

A second cha~acteristiccan- involve differenees coneerning non priee elements of
transaction cost, Le., differences in market strategies. The search cost of the buyer
will, e.g., vary with advertising efforts. 5 Contractual forms and credit conditions
will affect both eost and risk for the buyer, etc.

A third possible reason for the emergenee of a monopolistic competition strue­
ture is the existence of entry costs and of various forms of restrictions on free
competition.

4 Having failed to arrive at any reliable estimate of the aggregate consumption function ­
partly due to methodological shifts in the official database - we have in this model version
kept the aggregate saving ratio for households constant at the 1977 level. The choice of level
as such is important only by its implications for the net balance of the state budget.
s Limited information and a randomized search may indeed by itself explain why the
individual firm faces a sloping demand curve.
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It seems intuitively reasonable to assume that all these three characteristics are
to a certain extent relevant on most markets for international trade. If true, this
means that unbiased estimates of elasticities should require not only that all
transaction costs are taken into account but, even more important, that data are
disaggregated by product, firm and market.

The realities of official statistics, however, are far removed from these utopian
ideals. That our measurement of elasticities involves a specijication bias by not
including other transaction costs than price, is so obvious that we usually do not
bother to reflect on it. Of more immediate concern is usually the aggregation bias,
that comes from measuring price on aggregates of commodities and markets, that
are different and moreover shifting in composition. That we may be comparing
aggregates of different compositions - e.g. domestic sales versus imports of a
certain composite good or exports versus world market trade - means that the
measured changes in relative price may in part not be due to different price
development for individual goods but simply reflect the different composition of
the aggregates. Changes in composition will moreover eaU forth changes in the
aggregate rate of price change even without any changing rate in any individual
line of goods. Aregistered increase of the export price index for a cert<;lin
aggregate commodity may, e.g., reflect the fact that the exporters - reacting, say,
on sinking profits and trade - are falling back on a defensive market strategy,
retiring to "safe" markets, where earlier market penetration allows them to raise
prices faster while consciously staying away from too competitive markets and
goods.

For these reasons aggregation will usually lead to a misrepresentation of behav­
ioral responses. It means that we implicitly assume a two-stage maximization,
where the buyer first reacts on an aggregate price, determining an aggregate
volume of the composite commodity and then in the next stage "distributes" this
composite demand volume optimally between the individual goods with respect to
their respective prices. It is weIl known that such a two-stage maximization is in
general only possible when the composite commodity from the buyer's point of
view can be expressed as a linear homogeneous function of the individual commo­
dities, and that even then "the correct" aggregate price index will be identical with
the usual weighted price index only in the trivial case where individual price
developments are identical, Le., when the individual goods are perfect substi­
tutes. 6

The aggregation bias obviously makes interpretation of the elasticities involved
very uncertain, makes the long-run stability of measured relations questionable
and the assumption of a constant elasticity - used in this model also - particularly
suspect.

The Swedish official statistics, however, carry the aggregation one step further
by aggregating in the usual way the imported and domestically produced quantities

6 For a thorough treatment of aggregation and deeentralization ef. i.a. Blaekaby-Primont­
Russel (1975) and (1978), particularly Chapters 5-9. A detailed diseussion of two-stage
maximization as part of the aggregation problem is presented in Bliss (1975), Chapter 7.
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of the same industrial category of goods, and using this aggregate in estimating,
e.g., input-output relations. Although the inconsistency or bias becomes particu­
larly glaring in this case since different prices are explicitly quoted for the two parts
that are treated as perfect substitutes, it really only means a marginal strengthen­
ing of the general aggregation bias. Since there is no base in official data for a
radically different approach, we have here chosen to follow the official statistics
and accept this further approximation in estimating demand elasticities. All we can
generally say is that the probability for a serious bias arising out of this particular
kind of aggregation should decrease with the disaggregation of industrial sectors.

Most recent estimates of price elasticities in foreign trade in West-European
countries are of the same low order as the ones we have used. Whether this should
increase our confidence in the estimates is, however, questionable, since they may
weIl contain common biases. If we accept the estimates as true, they imply that
demand and/or supply of tradable goods is rather inflexible both for us and our
trading partners - that there are rigidities in the economies concerned which may
be due to monopolistic competition or to °more general causes, e.g. obstacles to
mobility in the factor markets.

Low price elasticities do, however, have some obvious and important conse­
quences for economic policy. For one thing they make currency devaluation - even
without compensating wage change - a more sluggish instrument for improving the
trade balance and for expanding employment. They can also make a selective
taxation or indeed tariff on imported goods a more efficient way of improving the
external balance than, say, general export subsidies or indeed devaluation of the
currency. In a full employment situation, e.g., taxing an imported good with a
highly elastic domestic demand involves a limited loss of consumers' surplus to be
compared to the resource cost and terms-of-trade loss involved in trying to force a
corresponding general expansion of exports. Import taxation might still be an
efficient way of solving trade deficit problems if instead of having a veryelastic
total demand, you have a highly elastic domestic supply - especially in a situation
with less than full capacity utilization. 7

1.4 Government Behavior

In an open economy with a large public sector like Sweden, government behavior
can affect the adjustment of the economy in important ways. It may serve as a
source of inertia or as an inbuilt stabilizer in the traditional sense. It may on the

7 One should perhaps at this point add three cautionary notes. The possible efficiency of
import taxation - remarked upon by many economists around Europe - is of course
conditionaI on no retaliation measures being taken by the trading partners and no losses of
dynamie efficiency resulting from the decrease in specialization. Secondly, the possible
relative efficiency of selective import taxation has nothing to do with the optimal tariff
argument, since it does not involve any change in terms of trade. Thirdly, the possible
advantage tends to be grossly exaggerated by those who are calculating in fixed prices and
thus neglecting all losses of consumers' surplus.
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other hand give rise to new oscillatory movements and it is, finally , expected to
provide the means to facilitate the necessary adjustment through eeonomic policy.

In analyzing government behavior it is, however, necessary to distinguish be­
tween loeal and central government. Local government in Sweden has up till now
not been independently involved in inconle distribution and stabilization policy
exeept to a very limited extent. Eeonomic policy has largely been left as a
responsibility for central government, whose budget is dominated by transfer
payments. Local government has traditionally been the main provider of public
services.

Local government

The restructuring of Swedish economy in postwar years has been rapid. While
agriculturai employment has been drastically reduced, a matching increase has
oceurred in the service sector , particularly in the public services, which have
doubled their share of GNP and trebled their employment share. The major part
of this expansion - in education, medical care and social welfare - took place
within the local governments which now employ almost a quarter of the labor force
and channel almost a third of the national income through their budgets. Local
governments have in this way grown into the same order of size as manufacturing
industry, which meanwhile has kept its share both of GNP and of employment
relatively unchanged. There is also a substantiai degree of decentralization and

. freedom from central government controi within the c. 300 different local govern­
ment units. There are 277 municipals and 24 eounties.

There are several potential ways for central government to controllocal govern­
ment. However, when it comes to actual effective controi of total expenditures or
investments - or the consumption share of loeal government - postwar history
makes it indeed very doubtful if local governments have really been more con­
trolled or more needful of the wishes of central decisionmakers than the big
manufacturing corporations. Although about a fourth of local government finane­
ing comes from central government grants, until reeently there was no attempt to
use grant policy for controlling total local government expenditures.

Against this background the assumption - common to almost all national policy
models - that local government expenditures can be treated as a central policy
parameter, seems particularly unwarranted. The treatment of local government
expenditures as an exogenous parameter can obviously lead to misrepresentations
of economic policy problems in several important ways. It overestimates both the
effectiveness of existing policy means and the degree of inbuilt stability and inertia
guaranteed by the existence of the public sector. At the same time it neglects the
importanee of swings in local government activity, generated independently and/or
reinforcing disturbances from elsewhere in the economy, and makes it impossible
to study explicitly the problems of central controi of local government expendi­
tures.

For these reasons local government actions are treated endogenously in the
ISAC-model by way of a special aggregate submodeI.
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The submodei is represented by a 10-equation system explaining production
expenditures (1-5), transfer payments to households (6-7), investments.(8), loans
(9) and - residually - taxes (10). The production technology used by local govern­
ments is throughout assumed to be of the Leontief type with fixed coefficients, so
that production volumes can be directly transformed into required inputs from the
business sector.

The submodei is derived from an additive quadratic goal function maximized
under a budget constraint and can be generally described as a model of budgeting
behavior for local government decisionmakers. The goal function includes consid­
eration not only of service and transfer targets but also of private disposable
income, of capacity utilization and of the net real wealth of local government.

The explanation of service production derived from this kind of quadratic goal
function can be interpreted as reflecting a certain kind of budgetary procedure. To
begin with, demographic factors, the need and cost of capacity expansion and
private income developments determine the maximum amount of money that the
decisionmakers in local government would like to spend on a certain category of
service. These maximal claims must then somehow be cut down to fit into the
available tax income, defined by a two-year lag in disbursement of the tax yield.
The cutting ratio for a certain category - determining how much of the total
reduction required that will have to fall on this category - will vary directly with
the price of the service and inversely with the rate of decline of the marginal utility
for the service. This "two-stage" budgetary procedure can be viewed as corre­
sponding to the two-Ievel hierarchy of budgeting and of political representation
used in Swedish local governments.

Local government transfers have been classified into two categories of housing
subsidies to households - subsidies to rent and subsidies to other current housing
expenditures, Le., water, electricity, heating, etc. Local government is in both
cases modelled as trying to maximize the housing standard that can be bought for a
given amount of money. How big the total transfer expenditure will be, given a
certain subsidy level, is then determined by housing demand - or more exactly by
the local governments' expectations of housing demand.

The corresponding inve2tments "will be determined by capacity utilization, liq­
uidity and credit niarket conditions. The two latter factors will also decide to what
extent the investments sho.uld be loan financed. Finally, current tax rate will be
residually determined by the budget restraint.

Because of the two-year lag in final dispersement of taxes to the local govern­
ments and because many of the expenditure decisions must be based on expecta­
tions formed on the experience from the preceding year, there mayaiso be
unplanned changes of liquidity. These lags together with the interaction between
local government expenditures and wage determination in the total economy can
give rise to cycIical swings in Iocal government expenditure.
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Central government

A relatively disaggregated treatment of the central government budget is a neces­
sary prerequisite for the intended use of the ISAC-model for policyanalyses. The
central government budget expenditures are slightly bigger in total amount than
those of the local government but are in contrast to these dominated by transfer
payments.

Central government consumption is treated as exogenous and is divided up inta
six categories. The corresponding investments are determined by a simple accel­
erator principle. The production technology, like that of loeal government j is
assumed to be characterized by fixed input-output ratios.-

There are altogether ten forms of central government transfer payments distin­
guished in the model: industrial subsidies, local government grants and eight types
of transfers to households, ranging from various pensions to sickness and unem­
ployment benefits. The size of these transfers is exogenously determined by
existing laws or by government decisions. The same is true for the four types of
transfers to central government which apart from the national income tax also
include social security contributians and other payroll taxes. The final incidence of
payroll taxes is hard to measure and still open to controversy. We have, however,
throughout made the simplifying assumption that payroll taxes are entirely rolled
back onto the wage earners.

Besides the budget items there are other policy parameters for central govern­
ment, e.g., the exchange rate, tax rate limits for local government and "wage
policy". With "wage policy" we mean the possibility under certain conditions to
shift the "Phillips curve". This can be interpreted in terms of alabor market policy
- changing mobility or matching on the market - or as an adjustment of the
marginal tax structure, making it easier to co-ordinate wage settlements for
different wage groups without inflationary effects.

1.5 Income Formation and the Level of Aggregation

It would have been desirable to be able to use the model also for analyzing income
distribution problems, particularly the interaction between income distribution on
the one hand and allocation and stabilization policies on the other. Unfortunately
this has proved possible to do only to a very limited extent.

Many different kinds of income are distinguished in the treatment of income
formation in the model but only a few types of income recipients. Transfers that
help to make up disposable income for the households mirror the transfers in the
government sector which we have already dealt with above. As for factor incomes
a first distinction is made between wages and entrepreneurial income.

When it comes to income recipients, however, there are only two categories,
pensioners and wage earners, although the latter can be split into entrepreneurs
and wage earners. The unemployed are grouped together with the employed. As
long as we cannot make a corresponding separation of the expenditure system for
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private consumption - and the available data do not allow this as yet - the value
for distributional analysis of a further disaggregation of income recipients is
anyhow limited.

The expenditure system for private consumption - the same for all consumers ­
distinguishes between 14 different commodities. Production within the business
sector is more disaggregated , recognizing altogether 23 different sectors. Within
each sector there are five different types of factors used, Le., besides intermediate
inputs, capital ,labor, fuel and electricity.

Production capital is, however, further disaggregated through the vintage ap­
proach, with each vintage being not only ear-marked for a specific branch but also
reflecting the relative price expectations in the investment period and thus being
potentially different from the rest of the vintages. The difference between different
vintages is further enhanced by the fact that a major part of technical development
is treated as embodied, which also means incidentally that a major part of
productivity changes in manufacturing is explained endogenously in the model by
investments and structural change.

Compared to production capital, aggregation has been carried much further
with respect to labor. Although there are different wage levels in different manu­
facturing branches and a lagged development of wage for public employees, labor
supply is treated in the model as one homogeneous aggregate. If capital can be said
to be treated as "putty-clay", the treatment of labor could be characterized as
"putty-putty" . Not only are there no human capital distinctions between different
kinds of labor, but there is also no branch or vintage specific labor. In keeping with
our ambition to model the various kinds of inertia or adjustment obstacles, it
would undoubtedly have been desirable to have a regionally and branchwise
segmented labor market with explicit mobility obstacles.

The choice of a suitable level of aggregation is generally difficult and all the
more so when, as in our case, you want to be able to do model projections into a
distant future. For the use of models over long time periods there are both obvious
advantages and disadvantages of aggregation.

The advantages are well-known. Aggregate models are easier to handle and
easier to understand. They require less detailed future projections which in turn
may make them åppear, as more generally valid. From the estimation point of
view, there is also the hope that some random or specification errors may get
swamped in the aggregation.

The disadvantages are equally self-evident. First of all, there are all the usual
statistical problems connected with aggregation. By aggregating relations over
different micro units and thereby also hiding their interaction, the derived aggre­
gate relations will be less autonomous, the parameters therefore less stabile and
you may be facing increasing problems of simultaneity between your variables. On
top of that you will have the kind of aggregation bias in estimating behavioral
reactions which we already discussed above. Many of these aggregation problems
become, almost definitionally, more serious as you extend the projections in time.

Equally important is the economic argument against aggregation in long-term
studies, which says that by carrying aggregation too far you may altogether miss
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the possibility of analyzing structural changes that should be a primary concern for
any long-term economic study. It is after all mostly in the relation between sectors
and more specifically in the capital structures that you have enough inertia and
long enough lead-times to be able to make meaningful statements about long-term
effects.

Our choice of aggregation leveIs in the ISAC-model has been pragmatically
guided both by the availability of data and by our focus of interest. We chose a
more disaggregated treatment of manufacturing because of its importance for
foreign trade and international specialization which has been one of our primary
concerns. The government sector, and particuiariy the iocai government sector,
was likewise dealt with in rather great detail because of our belief that the rapid
growth of the government budgets represents a major structural change of impor­
tance also for the functioning of the rest of the economy.

1.6 Short-run and Long-run Dynamics

Already the short introductory comments above may have raised the following
question in the reader's mind. Is the model mainly meant to describe the short and
medium-term functioning of the economy or should it be primarily regarded as an
instrument for the analysis of long-term growth and growth policy?

There are undoubtedly many short-run dynamic aspects of the model, that seem
to indicate that short-term policyanalyses should be its main application. It is
meant to be solved year by year, it contains a great number of lag structures, all
the usual types of Keynesian multiplier and accelerator loops, a large number of
stabilization policy instruments and also some dynamic mechanisms like the Phil­
lips curve and local government behavior, which are central to any explanation of
cyclical movements in prices and production.

On the other hand, the emphasis on structural change, the rather detailed
treatment of capital formation and capital structure in manufacturing and of long­
term energy substitution possibilities, with concommittant explanations of endog­
enous productivity developments would rather seem to point to an interpretation
in terms of long-term growth.

Since the model is neither a full-fledged business cycle model but still close
enough to play havoc with any simple and straightforward growth pattern, the
reader might weIl ask what this hybrid model could really be suited for. As we will
be returning to this question of model use later on in the last section, a short
comment may be sufficient at this point.

Let us start by granting that the model by no means is competent to handle all
short-term policy effects. Already the absence of financial markets makes its use as
a full-fledged business cycle model somewhat suspect. It is undoubtedly more
convincing as an instrument to study the long-term effects of longt-term policy, a
permanent change, say, in exchange regime, in the given rate of return require­
ment, in average profit levels or in household saving habits.

There are, however, two kinds of studies which particularly require a mixture of
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short and long-run features in the models used. One is concerned with studying
long-term effects of short-term policies, Le., the way short-run stability character­
istics of the economy and the chosen stabilization policy affect long-term growth
patterns and possibilities.

The second deals with the contrary problem: the effects on short-run stability
and stabilization possibilities of long-term policies. How can, e.g., long-term
choices of, say, taxing structure, consumption shares for households, local and
central government, respectively, or government price/interest regulations or guar­
antees, affect the way the economy reacts later to disturbances from the world
markets and the measures required and available for stabilization policies? The
ISAC-model has, to a large extent, been particularly tailored for this type of
studies of the policy interrelations between short and long run.

C>I.'
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2 An Outline of the Model

The full version of ISAC contains hundreds of variables and relationships. The
large size of the model is an inevitable outcome of our attempts to model explicitly
the structure of La. the industrial sector. This task requires disaggregation not only
between branches but also, we believe, within branches to capture the economy's
siuggish accommodation to changing reiative prices through dated capital forma­
tion.

Since we have also wanted to use the model for policyanalysis, the subrnodels
for the household sector as well as for the local government sector have been given
a detailed design to allow for a fairly realistic treatment of different possible
economic political measures.

Although the disaggregation contributes to the size of the model, what makes it
complex is rather the relations between variables specified in the model. The
purpose of this chapter is to describe some of these relations in an aggregated
model setting. Section 2.1 will give an overview of the model structure while some
important interactions, the wage-price formation and the structure of production
capacity in manufacturing branches respectively, are presented in more detail in
section 2.2. In the last section a somewhat simplified one-sector version of the
model is presented.

2.1 A Key Map of the Model

Figure 2.1 is an attempt to iIlustrate the overall structure of ISAC. The figure
shows main variables and submodels and the most important relations between
them. The block diagram is built around a sector balance for industry which
assures that supply equals demand. The exogenous determinants of the develop­
ment of the model economy can be divided into two sets. The first set of variables
is ,external to the economy in the sense that neither the development of the
economy nor the economic political decision-making is assumed to exert any
influence on them. These variables, marked by single-squares in Figure 2.1, are
world markets (prices and volumes), disembodied technical change, labor supply
and, finally , a rate of interest that is assumed to be imposed on the economy from
abroad.

The other set of exogenous variables is the policy instruments, indicated by
rhombs. They are the exchange rate, central government consumption and various
kinds of fiscal parameters affecting the household sector through taxes and trans­
fers as weIl as the local government sector through i.a. the grant system.

Finally there is a policy instrument that can influence the wage rate albeit not
completely controi it.

Given these two sets of exogenous variables every item of the sector balance will
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be determined in the way that is outlined below. The demand for intermediary
goods in industry (INS) is of course given by current production (X) and the i/o­
matrix. Since the present model version only allows for substitution of energy,
capital and labor in production processes and no exogenous trends are attached to
commodity input coefficients the i/o-matrix is almost constant over time.

Investments in industry (PI) are determined by investment functions taking
account of influences from profit expectations as weIl as current capacity utiliza­
tion. Through the vintage mechanism the volume of investment will affect average
capital- and labor-productivity in industry. Productivity growth also depends on
the rate of scrapping of old vintages which is assumed proportional to quasi-rents
earned in each vintage. So far the vintage approach is only implemented for
branches in the manufacturing sector while capital in other branches is treated as
homogeneous in each branch. AIso investment functions are specified and estimat­
ed only for manufacturing branches and otherwise set either as an exogenous trend
or related to production in some simple way.

Private consumption is determined by a rather detailed specifieation of income
and expenditure in the household sector. The main source of gross income is wages
and salaries from industry, thus providing the model with a multiplier link between
the activity level in the economy and private consumption expenditures as shown
in Figure 2.2. Starting, as in the figure, with some exogenous change in fiscal
parameters (FP), e.g. a reduced income tax rate, household ineome will inerease.
Since the savings ratio is a constant fraction of disposable income most of the tax
reduetion will result in consumption expenditure thus inereasing demand for
commodities. Some of these will be imported but domestic production and em­
ployment will iI~erease ereating more wage ineome and so on. The size of multipli­
er is also affeeted by wage inflation as a consequence of the higher activity level in
the economy. This mechanism, which is not shown i Figure 2.2, will on the one
hand positively affect total wage ineome through higher wage rates. On the other
hand it will also limit the real multiplier effect through higher inflation, and
increased imports and reduced exports following the rise in the domestic priee
level. The net real effect of these secondary mechanisms after 2-3 years may be
positive or negative depending i.a. on price elasticities in foreign trade and the
sensitivity of wages to increased pressure on the labor market. Other important
sourees of household income are wages, salaries and transfers from the public
sector. After deduction of various taxes households are left with disposable
income. The savings ratio is assumed fixed and real consumption expenditure is
distributed between fourteen consumption categories by a linear expenditure
system. The feed-back mechanism between the production system and eonsump­
tion demand through the household sector is important to explain the mode1's
short-term response to an exogenous disturbance, either in the form of e.g. a
change in world market growth or in the form of some fiseal measure towards the
household sector.

Public sector demand for intermediary and investment goods (IG, 01) is partlya
policy yariable (central government), partly endogenous (Iocal government). The
Ioeal government model, as it is presently implemented, tends to produce fairly
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Figure 2.2 The Production - Consumption Loop
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strong oscillations in the eeonomy through its interaetions with the Iabor market on
the one hand ,and the househoId sector via the endogenous Ioeal tax rate on the
other. These links are shown in Figure 2.3.

Suppose central governments increase their categorical grants to loeal govern­
ments, indicated by a change in fiseal parameters (FP) in the figure. The immedi­
ate impact of this measure will be to deerease loeal governments' net eosts of
produetion and hence induce them to step up real expenditures. The grants will
also improve their financial situation making tax inereases unneeessary. Since no
other fiscal measures are assumed, i.e. the original grants' increase is not financed
by central government taxes, the aetivity level in the economy will inerease and so
will employment. The resulting wage inflation will partly "finanee" the loeal
government expenditure increase by eroding households' income and by worsen­
ing the external balanee. But the wage increase will also lead to inereased net eosts
of produetion for local governments and slow down their expansion. However,
because of the two year lag in the disbursement of centrally collected loeal tax­
income, local governments' financial situation will again improve at a time when
wages are moderate as a consequence of weak demand. Thus with a two year lag
the infiated household income will feed back to local governments' acting as a
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Figure 2.3 The Local Government Consumption - Labor Market Loop
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stimulus to increased expenditures. 1

Changes in stocks (~S) are modelled in a very simple fashion with total stocks in
the economy proportional to production in "stockholding" branches. Mostly,
however, the model is run with exogenous stock investments.

Finally, the sector balance for industry includes imports and exports (M, EX).
These are, of course, of great importance considering the large export- and import­
shares, especiaIly for the manufacturing branches, in the Swedish economy. As
discussed in Chapter 1 we assume that price differentials between imported and
domesticaIly produced goods can persist over long periods, and also that Swedish
exporters are not necessarily price-takers on the world market. The implication of
these assumptions is that imports and exports will depend on relative prices and
that domestic producers can price themselves out of domestic as weIl as foreign
markets as was the case in the middle of the seventies.

Used together with the wage equation, the foreign trade functions introduce a

1 Simulation experiments carried out so far with the local government subrnodel, reported
i.a. in Ysander-Nordsträm (1985) are still on an explorative level and the stability tests
discussed in Chapter 5 are accomplished with exogenous local governments.
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Figure 2.4 The Foreign Trade - Labor Market Loop

Model for
prices

mechanism that tends to dampen the effects of world market disturbances. The
immediate impact of a general world market price increase, for example, will be
higher domestic inflation through imports and a pressure on the labor market due
to improved relative prices and hence increased net demand from abroad. This will
however create both inffation expectations and wage drift on the labor market
pushing up wages. The higher wages will not only remove pressures on the labor
market but also reduce the initial surplus on foreign account. These mechanisms,
indicated in Figure 2.4, are further discussed in Chapter 5.

2.2 Price and Wage Formation

The previous section gave asurnmary description of the determination of indus­
try's sector balance in the model. Obviously prices and the equations determining
price formation playan important role for the solution of the model.



92

As mentioned in Chapter 1 prices are based on average rather than marginal
costs. Unit cost is taken to include "normal" profits, i.e. the mark-up over average
operating costs is equal to the average capital cost share. Theoretically this kind of
pricing can be underpinned by assuming market imperfections and adjustment
costs. It also seems to be well in accordance with observed behavior.

For a small country, however, with large export shares it seems natural that
producers not just pass on their eosts to the world market without regard to
competitors' prices. The price equations in ISAC also allow for this and prices (P)
are accordingly specified as a geometric average of unit eost (C) and world market
price (P\V) in Swedish currency:

p= a· C+(1- a)· PW;

where dotted variables are growth rates. The size of the parameter a is of crucial
importance. Obviously a equal to unity implies pure mark-up pricing. On the
other extreme, with a equal to zero, produeers are assumed always to follow world
market prices. The implications of the two extreme points of the interval for a are
shown in Figure 2.5. Initially domestic prices, costs and world market prices are
assumed to coincide (Po= PWo= C). Facing the demand curve E~ for Swedish
products, exports 'will amount to Eo. Now we introduce a shift in world market
prices, ~PW.

Figure 2.5 Export Effeets of Different Prieing Parameters

p

P,(a=O)

Po= p,(0 = ') .--------------1IIir

Eo= E,(a= O)

Equations:
p_capw'-a
ED - (P/PW)-p

E,(a= 1) E
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Suppose that a = 1, Le. that pure mark-up pricing is used, and that the cost
curve does not shift. Then the Swedish export price will still be equal to Po making
it possible to gain market shares in face of the new export demand curve Er as a
result of competitors' price increase, ~PW. Exports will rise to El(a = 1) in the
figure. On the other hand, if a is zera, exports will not change at all despite the
world price increase, since domestic producers will simply follow the world market
pricing. With constant costs this will of course increase profits.

This does not correspond to the common "small country assumption" with
purely price-taking domestic producers facing a totally elastic demand. Since we
here assume that foreign demand for Swedish products has a limited price elastic­
ity, producers setting their price equal to the average world market price will only
retain their market share and may not be able to sell all they wish at that price.

In the discussion above costs were for simplicity assumed to be unaffected by the
world price increase. Of course price increases abroad will influence domestic
inflation. One way in which world inflation will be felt is through imported goods.
Another is through price increases by domestic producers if they take the opportu­
nity to raise their profit margins.

However, the model economy also includes an internal source of inflation.
Wages are determined by an expectations augmented Phillips curve where the
overall wage rate growth is explained by last year's consumer price growth, the
inclusion of which can be thought of as either an expectational or a compensatory
element, the current rate of unemployment, profit leveIs and finally productivity
growth. 2

Theoretically Phillips curves can be specified in a great many ways. Two
features of this particular specification should be noted since they are important to
the model behavior. The first one is the rather unsophisticated formation of
expectations that is assumed. It may in fact seem more natural to view the one­
year lagged consumer price variable as a compensatory mechanism for past
inflation, especially since the parameter was estimated to be close to unity. The
second noteworthy characteristic of the chosen wage equation is the absence of
lags in the unemployment variable. 3 These two properties make wages react very
quick and strong to infla!ionary pressures making e.g. the domestic consequences
of external inflationary shocks fade away in a rather short period.

2.3 A One-sector Version of the Model

As a further help in getting acquainted with the main features of the model we will
here present a condensed one-sector version of the model, i.e. a model economy
with only one type of private commodity and one kind of public service.

The equations of the simplified model will be presented in a slightly different
order from that later used for the presentation of the full model in Chapter 3. The

2 Estimated parameter values are given in Chapter 4.
3 For a diseussion of possible lag strueture ef. Jansson (1982).
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name of the variables are however the same with minor exceptions. Large roman
letters are variables in the model with a bar indicating exogenous variables. Small
greek and roman letters stand for parameters, the former singling out economic­
political parameters. Throughout the presentation current time index is suppressed
unIess necessary for interpreting the relations. Lagged variables are denoted by
subscript "-1" etc.

2.3.1 The Product Market

The model is technically built around a commodity balance in fixed prices:

M+X=H+E;

where

M=import
X = domestic production
H = domestic demand
E = export.

(1)

The implication of relation (1) is that any quantity of commodities that is demand­
ed will also be supplied. With exports and imports being separately determined as
functions of domestic and foreign prices (cf. 2.3.4 below) the model thus allows for
over- and under-utilization of existing production capacity.

Relation (1) of course also holds in current prices thus defining the price levelon
the domestic market in terms of import price and domestic producer price. The
latter is for simplicity assumed equal to the export price in the one-sector model:

p . H = PE . (X - E) + e.PW . M;

where

p = domestic market price
PE = export price (domestic producer price)
8 = exchange rate
PW = world market price in foreign currency

Final domestic demand can be decomposed:

H = OrM ·x + O~M . GC + PC + INV + DS;

where

OrM' x = private sector demand for intermediate goods

O~M . GC = public seetor demand for intermediate goods

pe = private consumption demand
INV = gross-investment demand
DS = demand for increase in stocks

(2)
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Oj = input-output coefficients; s = p, o (private, public sector), j = C, L, IM

(capital, labor, intermediate goods).

Although public consumption is given as an endogenous variable in the condensed
mode1, only part of it - local government consumption - is endogenous in the full
model. The same holds for investments where investment functions exist only for
the manufacturing branches. Investments in other branches in the private sector as
weIl as in the public sector are either exogenous or determined by a simple
investment quota.

2.3.2 Production Technology

The production technology in the private sector is described by a vintage approach
to capital formation. Ex ante input coefficients for labor and capital are given as
functions of input prices:

where

j =C, L (3,4)

Q~ = input coefficient for capital (j = C) and labor (j = L) respectively in vintage

t* at the date of installment
W =wage rate
pc = cost of capital calculated as peR + d) where R is the exogenously required

rate of return and d the depreciation rate.

Once installed the capital-output ratio of the vintage is fixed, while labor produc­
tivity is subject to an exogenous increase, l, every year throughout all vintages:

Q[' t = 0[/(1 + I)(t-t*);

while

Ot*,t-ot*.
c - c'

(5)

(6)

Since labor productivity will differ between vintages average productivity depends
on both the pace with which new technology is implemented, Le., gross invest­
ments, and, in the full model, the rate of scrapping of old plants in response to
either rising unit labor costs or unfavorable world market prices depressing quasi­
rents. Provided that the utilization ratio is equal for all vintages the aggregate
input coefficients can be calculated by weighting with capacity:

tOr = 2: XCApt*,t. or' t/XCAP;
t* = to

j=C, L (7,8)

where to is the date of installment of the oldest vintage. XCApt*. t and XCAP are
given below by (11) and (12) respectively.
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2.3.3 Production Capacity Growth and Depreciation

New capacity with new technology is added through gross investments. Capacity
utilization and expected profits determine the amount of investments in the private
sector, with the capacity variable dominating the short-run behavior:

(9)

where EP is an "excess profit" variable with a five year lag-structure relating the
rate of profit to the exogenous required rate of return R. UR is a capacity
utilization index. The excess profit will be a function of labor cost, capital cost and
product price:

EP = FEP(QE, W, Qt, P, R, d);

Assuming the best technology in new plants given by (3, 4) the addition to capacity
will be:

XCApt* = INV/Q~; (10)

To calculate the net increase in production capacity depreciation must also be
considered. In the full model the rate of scrapping of old plants (vintages) is
assumed to depend on profitability. In the condensed model we assume the rate of
depreciation to be constant over time as well as over vintages:

XCApt *, t = (1- d)(t - t*) . XCApt *;

This gives total production capacity:

t

XCAP = :L XCApt*, t;
t* = to

t* = to, ... , t (11)

(12)

With actual production, X, determined by demand the utilization ratio, UR, must
be allowed to fluctuate:

UR=x/XCAP; (13)

2.3.4 Foreign Trade

The foreign trade sector plays an important part for the growth patterns generated
by the model. Since exports as weIl as imports depend on domestic producers'
prices relative to the world market prices, adomestic inflationary pressure will
lead to losses of market shares and to a deteriorating balance on foreign account
although with some delay:

E = c· (PE/S· PW)-e l
• (PE/S· PW)=;2. WM;

M = f . (PE/S . PW)gl . (PE/S . PW)~ I • H h

where

WM = volume of world trade

(14)

(15)
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The balance on current aeeount, CA, is given by the sum of the trade balanee and
net transfer payments (including interest payments), TP, whieh for simplieity are
assumed exogenous in the condensed model:

CA = PE . E - e.PW · M +TP (16)

2.3.5 Pricing

In setting their prices domestie produeers are assumed to take into aeeount the
following three faetors - their unit eost of production, the world market price (in
domestic eurreney) and finally the utilization of produetion eapaeity:

PE = a (OrM· p + Qt .p . (R + d) + or .W) r • (e . PW) 1 - r • UR~ 1 (17)

(17) shows that produeers will only partially pass on eost inflation to consumers at
home and abroad. On the other hand if market demand is soaring, part of the high
prices will be eashed into higher profits while the possible market gains will only be
realized to some extent. The priee equation also assumes that producers actively
will try to use spare capaeity by lowering their priees and that rising demand with
capaeity at normallevels will push up priees.

2.3.6 Consumption Demand

The volume of private eonsumption depends on the households' factor income
from the production system and their transfer income from the public sector.

y = Fy(W, L, P, TR);

where

y = nominal gross income
L = total employment
TR = real transfer income.

The wage rate as weIl as the employment level, both of which are endogenous
variables, will thus affect household disposable income and consumption:

PC = Fpc(Y, P, 't, S);

where

PC = private consumption in fixed prices
't = tax parameters
S = savings ratio.

(18)

The tax parameters are important instruments in the policy simulations with the
model.

Central government consumption (CGC) is exogenous while local consumption
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is determined by household income, production costs and demographic factors
(DEM):

OC = Foc(Y, P, W, DEM, CGC); (19)

2.3.7 Labor Market and Wage Determination

Productivity is assumed to be independent of the utilization ratio. Thus, total
employment is calculated as:

L = Or .x + O~ . OC;

Supply of labor, L s , is exogenous, which gives the unemploment rate, as:

U = (Ls - L)/Ls;

(20)

(21)

The model incorporates a Phillips-like wage equation, where wage increases are
determined by expected change in consumer prices, current unemployment, excess
profits and productivity growth:

(22)

where Or is the inverse of labor productivity.

The autonomous wage inflation 11 can be used as a controi variable in the
simulations.

2.3.8 The One-sector Mode1

Summing up the condensed model gives us:

M+X=H+E

where H = OrM ·x + OfM. OC + PC + INV + DS

P . H = PE . (X - E) + 8 . PW . M

or = Fj*(W, peR + d)); j = C, L

0[' t = 0[/(1 + l)(t-t*); t* = to, ... , t

Ot*, t _ ot*.
C - c'

(1)

(2)

(3,4)

(5)

(6)

t

Of = LXCApt*, t. or· t/XCAP;
t* = to

j =C, L (7,8)

INV=Finv(O[, W, Qt, P, R, d, UR_l);

XCAp t*= INV/O~;

XCApt*, t = (1- d)(t-t*). XCApt*; t* = to, ... , t

(9)

(10)

(11)
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t

XCAP = ~ XCApt*, t;
t* = to

UR=x/XCAP;

E = c· (PE/S· PW)-c1
• (PE/S· PW)=~2. WM;

M = f · (PE/S . PW)gl · (PE/S . PW):: 1 • Hh
;

CA_ = PE . E - S . PW · M + TP;

PE = a(QfM . p + Qt· p . (R + d) + Qi. · W)f · (S . PW)l- f ·UR~ 1

PC = Fpc(W, L, P, TR, l', S)

OC = Foc(Y, P, W, DEM, CGC)

L=Qi.·X+~·OC

U = (Ls - L)/Ls

~W=Fw(~P-l' U, EP-l, ~Qi.-l)+'Yl

where EP = FEP(Qi., W, Qt, P, R, d).

(12)

(13)

(14)

(15)

(16)

(17)

(18)

(19)

(20)

(21)

(22)

With these twenty-two relations the following endogenous variables are deter­
mined:

x = production
E = exports
M = imports
PC = private consumption
OC = public consumption
INV = investment
P =:= domestic market price
PE = export price (domestic producer price)

Q~, L = use of capital/.!abor -per output in new vintages

Q~: L = use of capital/labor per output in vintage t* at time t

Q~, L = average use of capital labor per output at time t

XCAp t* = production capacity in vintage t* at the date of installment
XCApt*, t= production capacity in vintage t* at time t

XCAP = production capacity at time t
UR = capacity utilization ratio
W =wage rate
CA = current account
L = total employment
U = unemployment ratio
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3 The Equations of the Model

3.1 Definitions and Conventions

The following definitions and conventions have been used in this chapter:

Large romans = matrices
Small romans without subscripts = vectors
Small letters with subscripts = scalars
Superscripts = indices of categories, etc.
Subscripts = indices of branches, goods, etc.
"Roofed" letters = vectors turned into diagonal matrices
The transpose of a vector or matrix is denoted by,' , e.g. x'
(t - n) = n-year lag. When no time indication is given, time t is assumed

D d . bl . d· h . dx 1otte varIa es In Icate growt rates, e.g. x = dt· X

Parameters are mostly named by small greek letters or in the case of simple
constants by roman a or b with appropriate subscripts and occasionally a super­
script indicating explained variable or the like.

3.2 Commodity Balances in Fixed and Current Prices

The following two accounting identities state that total domestic demand (right­
hand side) is equal to total domestic supply (left-hand side) for every commodity: 1

m + x = A . x + inv + pc + pu + ds + e;

pm. m + px. X= ph. (A· x + inv + pc + pu + ds) + pe. e;

3.3 The I/O-Matrix

The i/o matrix for the manufacturing industry is calculated from avintage model of
production technique for each of the 14 branches in the sector. 2

Aggregated input coefficients in a new vintage at time t are given by a constant
elastic function in last year's input prices:

Qt . = a .. b t .• ITp .(t _l)um. n• i •
ffi, 1 ffi, 1 ffi,l n,l ,

n

i=l, ... , 14

1 A list of symbols is found in Appendix B.
2 A detailed account of the vintage approach as applied to the iron and steel industry is
given in Jansson (1983).
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where

m, n = 1 for intermediate goods
2 for electricity
3 for fuels
4 for labor
5 for capital

The sum of the elasticities am, n, i over n is zero which makes the input share
function homogeneous of degree zero, i.e. a proportional increase in all prices will
not affect the choice of technique.

The input share equations can not be derived from cost minimization of a
common production structure, so the constraints derived from the classical de­
mand theoryare not satisfied. The reason to leave the firm on theoretical grounds
is purely pragmatic. The constant elastic form used makes it practically possible to
foresee and track the impact of price changes on the technical development.

The am n i used are calculated from estimated translog functions (see Dargay
1983), at' the observed sample average. Since the variations in the elasticities
calculated over the observed period are moderate in spite of considerable changes
in relative prices the constant elastic functions can be regarded as approximations
to proper share functions. ,

Once installed the i/o-coefficients in a vintage are fixed except! for the labor·
coefficient which is subject to an exogenous decrease reflecting improvements in
organization of production, education of the labor force etc., Le. bm , i =1= 1 only for
m=4.

Assuming that i/o-coefficients in a vintage are independent of utilization ratios
and that all vintages are used at the same intensity level the capacity distribution
over vintages can be used to calculate overall i/o-coefficients in a branch. The
capacity distribution in a branch is calculated from gross investments and scrapping
of old vintages.

New capacity in branch i is given by gross investments and the chosen capital
output coefficient

x~ = g./Qts ..
l l ,1'

Remaining capacity in ol~ vintages depends on the rate of scrapping which is
assumed inversely proportional to the quasi-rent earned by each vintage

d~ =~Q~, iPn, i(t - l)/pf(t - 1) di;
n*S '

v = to, ... , t-l

Although this criterion will speed up the scrapping of old capacity in times of
changing relative prices it may still allow vintages earning negative quasi-rents to
be run for several years.

Given the rate of scrapping, current production capacity in old vintages in
manufacturing branch i is following directly:

x~ = (1 - d~) . x~(t - 1); v = to, ... , t-l
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and the distribution of capacity over vintages is

where xis total capacity:

- L;vx·= x··l l'

V

This will finally give us overall aggregated input coefficients for manufacturing
branches as

On, i = LO~, i· x7;
v

n = 1, ,5
i = 1, , 14

AJ~i = "On i· HJ• n i;, LJ, "
n

The matrix of aggregate input coefficients for the manufacturing sector thus
depends on the pace with which new capacity (and technology) is installed and old
capacity phased out and thus becomes a slowly moving function of relative prices
in the economy.

The aggregated i/o-coefficients, On, i' with n = 1, 2, 3 are transformed to the
standard 23 input goods format by matrix H giving the i/o-matrix A for the
manufacturing sector:

n= 1, ,3
i = 1, , 14
j=1, ,23

0 4, i and 05, i are the inverse of labor and capital productivity respectively in each
branch.

For the 9 branches outside the manufacturing sector there is no vintage ap­
proach adopted as yet in the model. For these branches capital stocks are assumed
to be homogeneous and aggregate input shares are given by a constant elastic
function in input prices. The disaggregated i/o-matrix for these 9 branches, AD, is
then compiled in the same way as Am.

Finally Am and AD are combined to give the total 23 x 23 i/o-matrix A = (Am,
AD).

Investments, input shares and depreciations are all functions of predetermined
variables only which means that they are not dependent on the model solution for
year t, and therefore neither is A.

The assumptions that all vintages are used at the same intensity level and that
ilo-ratios are independent of the utilization rate implies that the A matrix describes
the input-output relations not only at full capacity production but also at any other
actual production level. It also means that the utilization rate can be calculated at
"branch level" for the whole business sector, disregarding the vintage structure in
manufacturing branches:

uri = X/Xi; i=1, ... ,23
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3.4 Energy Substitution3

Five energy categories are distinguished in the model: electricity, distant heating,
oi!, eoal and domestic fuels. Energy eonsumption is aeeounted for in these five
categories for eaeh of the 23 business sectors, for the public sector and for the
household sector.

The substitution between different energy forms in the business sector is as­
sumed to take place in two stages. In the first stage a new produetion teehnique
with five inputs is seleeted: eleetrieity, fuel (inel. heating where appropriate), other
intermediate goods, labor and capital as described in section 3.3.

In the second stage the ehoiee between different kinds of fuels is made. It is
assumed that ex post substitution is possible in all branehes in this' stage. The
shares qf for eoal and domestic fuels of total fuel consumption depend on priee
aecording to the following relation:

q~ . = a... (b.. - p~j,.i).
},1 },1 },1 },1'

i = 1, ... ,23
j =1,2

where j = 1 for eoal
2 for domestic fuels.

The p:s are up to five years lagged energy prices, ineluding capital cost, relative to
the price of oil-produced energy. Since the aggregate use of fuels is the sum of oil,
coal and domestic fuels (all measured in Twh), the share of oit is determined as a
residua!. The above relation thus does not describe the choice of optimal fuel­
shares at given priees, but rather the sluggish aeeommodation of energy demand to
changing price relations.

The rationale behind the two-stage procedure for determination of energy
demand in the business sector is the assumption that the choice of fuel has
negligible effects on the rest of the installed production technique. This seems to
be a good approximation in many eases since fuel is mostly used to produce heat
and the heat production unit may be fairly separate from the rest of the production
process.

3.5 Investments in the Business Sector

Investments in eaeh branch of the manufaeturing sector are determined by past
profits and capacity utilization:

gi = ki(t - 1) · (±Yj, i' ep(t - Di +di) ·uri(t _l)ai
;

}=1

where the parameters Yj, i are all > 0, epi is an "excess profit" index relating
realized gross operating surplus to the user cost of capital:

3 A more thorough account of energy substitution in the model is given in Ysander (1983a,
b).
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ep· = (va. - w./.)/p~ . k··
l l Il l l'

where vaj is value-added and pr is the cost of capital in branch i defined as:

pr = pf(ri(rw));

where ri is the required rate of return in branch i, calculated as a function of the
exogenous rate of interest rw , and pg the price of investment goods for branch i.

In branches outside the manufacturing sector investments are either exogenous
or related to production in the branch.

To account for demand for different goods generated by investment activities
the composition of gross investments is assumed to differ between branches but to
be constant over time:

inv = G· g;

where G is a matrix converting investments in investing branches into commodity
demand directed towards producing branches.

3.6 .Foreign Trade

The volume of export, e, and import, m, depends on market size and relative price
for each commodity.

The general form of the export functions are:

1

ej = af · fl [pf(t - j)/e p~(t - j)]~i, !+j • Wffi j;
j=O

where pe and pW are Swedish export price and world market price, respectively.
The export price is expressed in Swedish currency while the world market price is
expressed in foreign currency. 8 is the exchange rate. The size of the world market
is given by index wm for each good.

The import functions have a similar structure:

1

mi = aF · fl [8 · pr(t - j)/p~(t - j)]Yi. 1+ j • hJi, 3

j=O .

Swedish producers' price of commodities sold on the domestic market, competing
with imports, is pxh. The variable h is total domestic demand.

As shown by the foreign trade equations, exports and imports depend on prices
relative~o the world_markel with ~on~ear lag~ For many commodities jagged
relative prices affect current export/import volume as much as current price
relations.
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3.7 Disposable Income in the Household Sector

The submodei for household income distinguishes between two kinds of indi­
viduals. "Pensioners" are people with most of their income from the social security
system. The remainder is simply called "wage-earners" although it includes the
totaliabor force, i.e. entrepreneurs as well as unemployed persons.

Individuals receive factor-income, capital-income and transfers from other sec­
torso After deduction of income- and payroll-taxes, and transfers to other sectors
they are left with disposable income.

Factor income

The main part of factor income is gross wages and salaries, including payroll taxes
and other collective fees. Factor income also includes part of the net surplus in
producing sectors.

Gross wages and salaries are the product of wage/hour and the number of hours
worked in different sectors including the public sector:

Yll = w' . ew + ws' • es + WC • ee;

Y12 = va' . ee;

where f w and fe are number of hours worked in each branch by wage-earners and
entrepreneurs respectively, and va is value added. According to national account­
ing conventions Y12 also includes imputed income from owner-occupied houses.

Capital income

Capital income includes interest-payments calculated as a constant fraction of
entrepreneurs' income:

Other net capital income is calculated from financial assets, fa, which in turn are
accumulated from total financial surpluses and deficits of the household sector:

Y22 = a22 • fa

Transfer income

This part of the submodeI is fairly disaggregated and to a large extent exogenous
except for inflation. There are six different types of transfer incomes:

1: National general pension (old age plus others)
2: Ditto local
3: National supplementary pensions (old age plus others)
4: Private (collective) pensions (old age)
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5: Other transfer income (non-taxable)
6: Other transfer income (taxable)

The first four items are calculated as number of persons, np, times real income per
capita, rp, and inflation (consumer price index):

Y3i = npi · rpi . cp; i = 1, ... ,4

Other transfer income, which mainly goes to wage earners, is divided according to
whether it is taxable or not.

Non-taxable transfer income is set by an exogenous trend plus inflation:

Y35 = a35 . exp(b35 . t) . cpi;

Taxable transfers are divided into sickness benefits, unemployment benefits and
others. Sickness benefits are assumed to be proportional to wage sum while
unemployed persons receive a constant fraction of average wage income per
employee.

Y36 = a36 · Yll + a37 · Yll . U + a38 · exp(b36 · t) · cpi;

Transfer payments

Five types of transfer payments are distinguished:

1: National income tax
2: Local income tax
3: Social security contributions
4: Other payroll fees
5: Other transfer payments

National income tax is calculated from an aggregate progressive tax-function:

y41 = a41 · skind · nb(besk/skind/nb) b41
;

where the inflation compensation index "skind" is a one-year lagged consumer
price index and nb is number of assessed persons.

Taxable income, besk, is a fairly complicated function taking account of differ­
ent kinds of deductions from gross income:

besk = Fb(Y11, ... , Y36);

Local tax is calculated from taxable income using the local tax rate utd:4

)'42 = utd · b~sk;

Payroll taxes and fees are share of total gross wage:

4 Y42 is the local tax paid in year t. However, as spelled out in the local government model
below it only reaches local authorities in year (t - 2).
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Y43 = a43 · Yll;
Y44 = a44 . Yll;

Other transfer payments are calculated as:

Y45 = a45 . exp(b45 . t) . cpi;

Disposable income

Summing up incomes and payments we get disposable income for the household
sector as:

3.8 Private Consumption

Consumption expenditures per capita equal disposable income less savings. Sav­
ings are set as a constant fraction, Sn of disposable income, and total population is
ns :

cp = (1 - sr) . Yd/ns;

Total consumption expenditure per capita is distributed on 14 consumer goods, Cj,

by a linear expenditure system:

pf· cj = Yi . pf' ci(t - 1) + Bi' (Cp - f YkP~· ck(t -1));
k=1

14

whereLB=l and i=1, ... ,14
j=1

The price vector pC represents the prices of domestic absorption, ph, converted to
the consumer goods lev~l by a constant matrix PK:

pc=pK·ph;

Private consumption per capita is then transformed to total private consumption at
the 23 commodity level:

pc = PK · c · ns;

This gives the consumer price index as:

n

cpi = ph' · pc/L pCi
i=l
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3.9 Central Government

The development of central government consumption is exogenously determined.
Seven different consumption purposes are distinguished.

1: National defense
2: Public order and safety
3: Education
4: Health
5: Social security and welfare services
6: Roads
7: Other services

The rate of growth of production, xs, and consumption, cs, for the various
purposes is a constant proportion, gr, of an exogenously given common growth
factor, go.

xs = go· gr· xs(t -1);

cs = (I - sa) · xs;

where the sa:s are shares of sales from production.
The need for intermediate goods is related to production in each central

government sector. Together with exogenous investments this gives the central
government demand from the 23 business branches:

fs = SG . xs + sg' . is;

where aggregate central government investment is called is. SG is a constant
conversion matrix and sg a ditto vector.

3.10 Local Government

Production within local governments are split into five categories.

1. Education
2. Health
3. Social welfare
4. Roads (total expenditures)
5. Central administration, fire service, etc.

These expenditures are explained by linear expressions of the following form:

where Zli are shift variables, Z2i and Z3i stand for investment consequences and
capacity restrictions, while Z4i and ZSi reflect the impact of changes in real income,
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local tax rates and relative prices.5

As with central government, sales made by local authorities of goods and
services at market prices are assumed to be a constant fraction of local production
giving local consumption as:

ce = (I -l~) . xf;

Aggregate investments by local authorities are explained by agradual adjustment
to desired capital stock leveis, with the rate of adjustment depending on capital
good prices, interest rates, liquidity situation and real income development:

L\kp = a16 . Z16 + a26 · Z26 + a36 . Z36 + a46 . Z46 + a56 . Z56;

Z16 = kp; Z26 = L\kp*; Z36 = L\liq(t - 1) . Z16;

where kp is actual and kp* desired real capital stock and L\liq is the change in local
authorities' liquidity:

_ 2 besk.
Z46 - <Jl6' kp · r· besk(t - 2) ,

where cr6 is the real relative price of capital goods (net of grants and user
charges6), and r is the interest rate.

Z56 = (l-utd-avo) . besk' Z46' Z16;

where avo is the share of nominal fees.
The depreciation is assumed to be a constant fraction of existing capital stock.

Gross investments then become:

ie = L\kp + a66' Z66;

where a66 is the depreciation rate and Z66 = kp(t-l).
Investments mayalternatively be computed in a simplified manner as equal to

desired capital stock changes plus reinvestments.
The local governments' expenditures on production and investments are con­

verted into final demand of commodities from the business sector by LG and eg:

fe = LG . xf + fg' . if;

Together with central government's demand this gives total public sector demand
for commodities from the business sector:

pu=fs+ff;

Transfer payments, t, are split into two categories - subsidies to public utilities and
direct transfers to the household sector. In the model the explanation of these
payments is derived from the idea that the provision of housing space and of public

5 All expressions explaining local authority behavior are derived from maximizing a qua­
dratic goal-function under a budget restriction. An account of the model is given in
Ysander-Nordström (1985).
6 All prices in the local government submodei - LOGOS - are defined net in this sense.



110

utilities are arguments in the local governments' goal function, pursued indirectly
by way of "price subsidies".

i = 1,2 1 = public utilities' subsidies
2 = direct household (housing) subsidies,

where ~i represents the cost for the households relative to disposable income and fli

and Yi express the impact of developments in real income, local tax rate and
relative prices. '

The transfer payments can alternatively be treated in a simplified manner . The
net amount of subsidies to public utilities are then approximated as a constant
fraction of production in sector 18 (electricity, heat, etc.). Direct household
transfers are set as a linear function of households' housing expenditures (Z13).

Local government expenditures (ef) are financed by taxes and state grants with
liquidity changes acting as a buffer against planning failures. Given state grants
(sb), net borrowing (ildt), other net income (c), and interest payments (rdt) the
local tax rate is determined residually by way of the budget restriction:

1
utd = besk(t _ 2) · [- utd(t - 2) . (besk(t - 2) - besk(t - 4)) + ef - sb - ildt - c + rdt];7

To simulate possible restrictions or inertia in local government political behavior,
the model can alternatively be supplemented with a floor restriction on the tax rate
complemented with a rule, prescribing that surpluses above a certain relative level
are used to scale up current expenditure.

3.11 Stock Building

Total change of stocks, dsa , in the economy is exogenous in the model. The
commodity composition of stock investment goods, sc, is assumed constant over
time. Inventory demand for commodities thus becomes

7 When local governments are treated as exogenous and included in the policy arsenal the
following specification of the total tax function is used instead.

y41 = t . [ a41 . skind . nb . (besk/skind/nb)b41 + utd . besk];

where

y41 = total income tax
a41 = constant
skind = inflation compensation index
nb = number of taxpayers
besk = taxable income
b41 = central government income tax elasticity
utd = local government tax rate
t = policy parameter.
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A simple stock-building model can be included when necessary. Still, only one
aggregate inventory good is distinguished but demand for inventories is generated
by four aggregate stockholding branches. The four branches are faresting, agricul­
ture and fishing, producers of intermediate goods, producers of finished goods,
and the wholesale and retail trade. Stocks are assumed proportional to productian,
Yi, in these aggregate branches whieh gives total stockholding as:

j = 1, ... ,4

and

ds = se· dSa = se· [sa(t) - sa(t - 1)];

3.12 Prices

As is evident from the foreign trade equations, Swedish prices on foreign and
domestic markets are allowed to differ from world market priees. These differ­
ences make Swedish producers lose or gain market shares. It is furthermore
assumed that the export price, pe, may differ from the price, pXh, set for the
domestic market.

pf = ail · ue~i2· (p~e)ai3 . uri(t - 1)ai4 ; i = 1, , 23

pfh = bil' ue~i2· (p~e)bi3. uri(t _1)bi4 ; i = 1, ,23

The unit eost of production, uc, is caleulated as:

uc = A'ph + vac;

with

vae· = [w.. f. + p~' k.]/x.·~·
l l l l l l'

that is, value added at normal profits.
The priee equations above can be seen as a compromise between the common

extreme assumptions of either a pure "cost plus" behavior or a pure price-taking in
the foreign markets.

Given the Swedish producers' prices on the domestic market and import prices
the implicit price index for commodities on the domestic market, ph, is calculated
as:

P~ = [(x. - e.) . p~h + m· · 8 . p~]/h.·
l l l l l l l'

where

h=x- e+ m;
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Adding export value and value of horne market sales gives the unit price of
domestic production:

P~ = [e.· p~ + (x. - e.)· p~h]/X.·
l l 1 ·1 1 1 l'

For all business sectors gross profit, Il i , will be determined residually:

Il. = (p~ - A:ph) x· - w· . €. - i.·
1 l l l l l I'

where Ai denotes column i of the matrix A and ii denotes indirect taxes.

3.13 Employment

Total employment in the economy is derived from production and productivity in
each sector .

For the business sector employment in branch i is given by:

i = 1, ... , 23

For the public sector labor input coefficients, qS and qe, are exogenous although
occasionally subject to a trend development:

f~ = xf· . q~.
1 l I'

i = 1, ... ,7

i= 1, ... ,7

Together with an exogenous labor supply, €s' these equations give the unemploy­

ment rate:

where Q4 is the vector of labor input coefficients in the business sector.

3.14 Wages

The changes in the wage rate is the same for all branches in the business sector and
is determined by a kind of Phillips curve:

Wo = ao+ al· cpi(t - 1) + a2 • (u - uo) + a3 • [IlID(t - 1) - Ila] + a4 • Q~(t - 1);

Thus the change in the wage rate is a function of current deviation of the
unemployment rate from a "normal" or "frictional" unemployment rate (uo), past
inflation, cpi(t - 1), past deviation from a "normal" level of aggregate gross profit
margin, Ilo, in the manufacturing sector and finally past change of aggregate labor
productivity in the manufacturing sector (Q~ is aggregate labor input coefficient,
i.e. the inverse of labor productivity). It is assumed that wage changes in the public
sector is lagging one year behind the business sector.



Wage rate growth is thus given by:

113

vl=W(t-1)·l o ,

w~ =w(t -1)·l o ,

i=1, ... ,23

i = 1, ... ,7

i = 1, ... ,7

....
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4 Implementation

This chapter deals with same aspects of the implementation of the model. The data
base is fairly large and will not be given in full here. We will only report parameter
values for some important equations. This is done in section 4.2. The first section,
however, will describe the level of disaggregation of some main variables.

Since the model is large and complex the method used to solve it is of paramount
importance. The solution algorithm is recounted in section 4.3.

4.1 Level of Aggregation

The fundamentallevei of aggregation in the model is that given by the distinction
between 23 producing branches in the business sector. These are listed in Table 4.1
along with their SNI-classification numbers. Branches 4--17 (sometimes including
branch 3) are referred to as the manufacturing sector. To give a hint of the relative
size of the branches the last column also shows fixed price value added in percent
of sector total in 1980.

The basic classification shown in Table 4.1 is also used for commodities and it is
assumed that output of every branch is homogeneous at this level of aggregation.

Public consumption is disaggregated into thirteen real expenditure purposes ­
seven in the central government sector and six in the local government sector.1

These thirteen categories, listed in Table 4.2, are also used to describe production
within the public sector. It should be noted, however, that public enterprises are
classified among business branches according to Swedish national accounting
conventions.

Finally , private consumption is divided into fourteen categories, shown in Table
4.3, ,which are more suitable for analysis of demand than the basic 23 commodities
division. The distribution of domestic private consumption expenditures between
categories are determined by a linear expenditure system (cf. sections 3.8 and 4.2)
and converted to demand for commodities.

1 This is true onIy when loeal government expenditures are treated as exogenous. In the
present version of the Ioeal government model two of the six categories are aggregated. For
teehnieal reasons the model code is specified with seven expenditure purposes in the loeal
sector with one or several treated as "dummies" .
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Table 4.1 Classification of Branches in the Business Sector

Branch

1. Agriculture, fishing
2. Forestry
3. Mining and quarrying
4. Manufacture of food (sheltered)
5. Ditto (exposed)
6. Manufacture of beverages and tobacco
7. Textile, wearing apparel
8. Manufacture of wood, pulp and paper
9. Printing and publishing industries

10. Manufacture of rubber products
11. Manufacture of industrial and other

chemicals, and plastic products
12. Petroleum and coal refineries
13. Manufacture of non-metallic products (except

products of petroleum and coal)
14. Basic metal industries
15. Manufacture of fabricated metal products,

machinery and equipment, excl. shipbuilding
16. Shipbuilding
17. Other manufacturing industries
18. Electricity, gas and water
19. Construction
20. Wholesale and retail trade
21. Transport, storage and communication
22. Letting of dwellings and use of owner­

occupied dwellings
23. Other private services

Total business sector

SNI

11, 13
12
2

3111-1,3116-8
3113-15, 3119, 3121-1
313-4
32
33, 341
342
355

351-2
353-4

36
37

38 excl 3841
3841
39
4

5
61-2
7

83101
Rest of 6,7,8 and 9b

1-9

Value added
(percent)a

3.0
2.4
0.8
2.1
0.9
0.4
1.2

6.1
2.0
0.3

2.3
0.2

1.1
1.9

13.8
0.6
0.2
3.3
9.7

13.8
8.7

10.4
14.9

100.0

a Of total value added in the business sector at 1975 year's producer prices.
b Private part. Public authorities are active also in same business branches. These activities are, however, disregarded.

4.2 Values of EssentIaI Parameters

This section presents parameter values of the main behavioral equations. Most of
them, but not all, are estimated from historical data. Technical matters about
estimation procedures will be omitted but references are given to more complete
presentations.

The main set of parameters that are not properly estimated relates to the price
formation equations, which give domestic producers' prices as functions of costs
and world market prices. There is a distinction in the model between domestic
producers' export prices (pe) and import competing prices (pxh):
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Table 4.2 Classification of Public Consumption

1. National defence
2. Public order and fire protection
3. Education
4. Health
5. Social security and

welfare services
6. Roads
7. Other public services

Total public consumption

Classification
according to
Swedish natio­
nal accounts

20
13
30
40

50
85
6,7, rest of 8,9

1-9

Central govern­
ment consump­
tion in 1979
(percent)a

10.5
4.0
2.9
1.2

4.2
0.9
8.2

31.9

Local govern­
ment consump­
tion in 1979
(percent)a

0.9
17.9
23.2

13.6
1.5

11.0

68.1

a Of total public consumption at 1975 year's prices.

Table 4.3 Classification of Private Consumption

SNA Percentb

1. Food
2. Beverages, tobacco
3. Clothing and footwear
4. CulturaI services
5. Personal care and effects
6. Gross rents and water charges
7. Private transport
8. Recreation

9. Furniture
10. Other consumption
11. Electricity
12. Gas, fuels, steam
13. Gasoline
14. Purchased transports

Total private domestic consumption
expenditure

Foreign travel, net

Total private consumption

11,7132,7136 19.9
12-14 6.9
20, 822(pY 9.4
723-5, 73, 862 4.9
452, 512, 81 1.8
31 19.4
611, 621(p), 623 5.5
4114,52,612, 621(p), 71 excl.
71320 and 71360, 721-2,
821, 822(p) 7.4
41 excl. 4114, 42-4, 451 6.9
Rest of 1-8 6.7
321 2.0
322-5 2.1
622 2.6
63 2.6

1-8 98.1

9 1.9

1-9 100.0

a (p) denotes part of SNA-number.

b Of total private consumption expenditure 1980 in 1975 year's prices.
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The sum of exponents for each branch (commodity) is in both cases restricted to
unity giving domestic producers' prices as geometric average of production costs
and world market prices.2With ai2 and bi2 equal to unity companies are assumed to
compensate all domestic cost increases on the world market, thereby protecting
their profit ratios even in the face of shrinking market shares - at horne as weIl as
abroad. On the other hand such price behavior also makes companies use reduced
costs or inereased world market priees (e.g. through curreney devaluation) to
improve their competitiveness with increased demand on domestic and foreign
markets as a consequence. (Cf. section 2.2.) The reverse will of course follow if the
ai2:s and bi2 :S are close to zero.

As stated above we have not carried out any independent econometric analysis
of price parameters. Intuitively it seems reasonable that the sensitivity to world
market prices will vary considerable between branches, depending on type of
commodity and on the degree of exposure to foreign eompetition. This conclusion
is supported by Calmfors and Herin (1979) which so far is the only attempt to
estimate priee equations on Swedish data at a disaggregated level. Contrary to
conventionai wisdom, Calmfors and Herin estimated a rather low influence from
world market prices and a correspondingly high sensitivity to domestic eost factors.

This was the case even for highly exposed branches with fairly homogeneous
outputs such as paper and pulp, and iron and steel industries.

We have varied the price parameters in different applications of the model and
have also sometimes let the price behavior differ between foreign and domestic
markets (Le. ai2 =1= bi2 and ai3 =1= bi3). The standard set of parameters is shown in
Table 4.4, which gives the industrial branches in order of assumed increasing
influence from world market prices on their own price setting behavior. As can be
seen from the table, manufacturing branches (excl. petroleum refineries) are
assumed to be equally sensitive to cost and world market priee. It is, however,
important to realize that the direct influence from foreign prices in the equations is
not the only one. Domestic producers' prices will also to a varying degree react to
world market prices through imported input goods which will affect production
costs. The total foreign price influence will therefore always be greater than what
is shown in Table 4.4. e.'

For most branches Calmfors and Herin (1979) found no significant influence on
priee setting from capacity .utilization. In the model simulations we have, neverthe­
less, frequently exploited a capacity variable in the price equations to speed up the
adjustment to normal capacity utilization leveis.

The wage formation is given by a kind of Phillips curve as decribed in section
3.14:

2 The exehange rate (8) times world market priees in foreign eurreney (pW) may differ from
import priees because of tariffs as weIl as for aggregational reasons. For the foreeasting
period, however, the rate of ehange of pi is assumed to be equal to the rate of change of
8· pi. The capaeity utilization variable is omitted; ef. seetion 3.12.
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where dotted variables are growth rates.
The eonsumer priee influenee, epi, was first estimated not to differ signifieantly

from unity and was therefore restrieted in the final estimation, whose outeorne is
shown in Table 4.5. Estimation proeedure and results are reported in detail in
Jansson (1982). It should however be emphasized that the full eompensation for
past eonsumer priee inereases, as well as the rather high absolute value of the labor
market eoeffieient, looks rather exeeptional and that parameters in these kinds of
wage equations are notoriously unstable.

Table 4.4 Values of Parameters in Price EquCltions (standard set­
up)

Brancha

1,18, 19,22
2,20,21,23
3-11, 13-17
12

a Branches are listed in Table 4.1.

1.0
0.75
0.5
0.0

0.0
0.25
0.5
1.0

Table 4.5 Values of Parameters in Wage Equation

Variable

Constant
cpi
(u-Uo)
TIm-TIo
år

aRestrieted.

Parameter

2.63
1.0a

-4.14
0.56

-0.47

As the wage inflation neutral "normal" unemployment (uo) and manufaeturing
gross profit share (110) in the wage equation, we have in most simulations used 2
pereent and 27 pereent respeetively.

The ex ante choice of production technique in manufaeturing branehes is based
upon a eonstant elastie funetion in relative input priees (ef. seetion 3.3):

Qt .=a bt "I1p .(t_1)Um,n,i.
ffi, l ffi, n ffi, l n, l ,

n

i=4, ... ,17
m,n=1, ... ,5

The Um,n,i:S are based on Dargay (1983) and are shown in Table 4.6. They are,
however, modified in two ways. The first modifieation relates to the number of
energy inputs, where the estimates only eovered energy as a whole at the time
when this part of the model was implemented. In order to, at least to some extent,



119

account for possible substitution effects of changing relative prices for electricity
and fuels, energy elasticities were split into parts. On the disaggregated branch
level elasticities of substitution between electricity and fuels on the one hand and
other inputs on the other hand were simply assumed to be equal in size. Moreover ,
in order to change as few estimated parameters as possible, cross price elasticities
between electricity and fuels were set equal to zero. As estimates for different
energy forms now are available on a disaggregated branch level these will be
implemented in the next version of the model.

The second way in which we have modified the estimates arises from ~he ex ante
- ex post distinction. The estimates are based on observed input coefficients for
the whole production capacity in a branch. The response of these average coeffi­
cients to changing input prices is much weaker than the response in marginal
additions to capacity . We assume that the influence from prices is increased by a
factor three. All parameters in Table 4.6 are thus three times the estimated values.
Finally, an exogenous trend is, in each branch, added to the labor coefficient with

'b4,i ranging from 0.98 to 0.99.
None of these modifications are of course satisfactory. However, given the very

scant empirical basis for the disaggregated ex ante functions some kind of ad hoc
modifications along these lines are unavoidable.

Lack of data at the time the present version of the model was made operational
also seriously limited the implementation of the vintage structure of production
capacity. In fact, the initial "distributions" in the different branches are imple­
mented as an aggregate capital stock. This. implies La. that the history of the
system as given by the shape of the vintage-distribution is not taken account of.

Investments in manufacturing branches are explained by expected (past) profits
and capacity utilization (cf. section 3.5):

gi = ki(t - 1) [±Yj, i · ep(t - Di +di] urJt - l)ai
;

J=l

The basis for the parameter values in Table 4.7 is found in Jansson (1983), who
also recounts the assumptions behind this specification. The capacity utilization
variable is, however, '!,.dded afterwards with the ai:s assumed equal to 3.0 for all
branches in the standard version of the model. Compared to an outright accelera­
tor this is a fairly modest influence. Together with the price equations this will
provide the model with stabilizing responses to disturbances that affect capacity
utilization. A higher rate of utilization will on the one hand lead to higher prices,
thereby reducing demand, and to increased investments on the other, thus expand-
ing capacity. _ ._ .

The distribution of private real consumption expenditures between consumer
goods is explained by a linearexpenditure system (cf section 3.8):



120

Table 4.6 Values of Parameters in the Functions for ex ante Choice of Technique
in Manufacturing Branches

min am,n,i

1 2 3 4 5

2 -0.090 -0.390 0.0 0.120 0.360

4
3 -0.090 0.0 -0.390 0.120 0.360
4 1.410 0.0 0.0 -1.620 0.210
5 -0.240 0.060 0.060 0.540 -0.420

2 1.440 -1.410 0.0 0.450 -0.480

5
3 1.440 0.0 -1.410 0.450 -0.480
4 1.860 0.015 0.015 -1.950 0.060
5 0.510 -0.045 -0.045 0.120 -0.540

2 1.500 -0.450 0.0 -0.960 -0.090

6
3 1.500 0.0 -0.450 -0.960 -0.090
4 1.770 -0.060 -0.060 -2.190 0.540
5 -0.630 -0.015 -0.015 1.140 -0.480

2 3.570 -2.940 0.0 0.300 -0.930

7
3 3.570 0.0 -2.940 0.300 -0.930
4 1.290 0.015 0.015 -1.5690 0.270
5 -0.090 -0.105 -0.105 1.080 -0.780

2 1.650 -1.230 0.0 -0.240 -0.180

8
3 1.650 0.0 -1.230 -0.240 -0.180
4 1.740 -0.030 -0.030 -1.830 0.150
5 0.630 -0.030 -0.030 0.300 -0.870

2 0.900 -1.590 0.0 1.440 -0.750

9
3 0.900 0.0 -1.590 1.440 -0.750
4 1.050 0.015 0.015 -1.260 0.180
5 0.660 -0.015 -0.015 0.570 -1.200

2 1.110 -1.530 0.0 0.450 -0.030

10
3 1.110 0.0 -1.530 0.450 -0.030
4 0.930 0.015 0.015 -1.290 0.330
5 -0.270 0.0 0.0 0.810 -0.540

2 0.960 -0.780 0.0 -0.150 -0.030

11
3 0.960 0.0 -0.780 -0.150 -0.030
4 1.680 -0.015 -0.015 -1.620 -0.030
5 0.810 -0.015 -0.015 -0.060 -1.720

2 1.650 -1.230 0.0 -0.240 -0.180

13
3 1.650 0.0 -1.230 -0.240 -0.180
4 1.740 -0.030 -0.030 1.830 0.150
5 0.630 -0.030 -0.030 0.300 -0.870

2 2.130 -1.920 0.0 0.030 -0.240

15
3 2.130 0.0 -1.920 0.030 -0.240
4 1.650 0.0 0.0 -1.710 0.060
5 0.510 -0.015 -0.015 0.240 -0.720

2 1.500 -1.680 0.0 0.330 -1.500

16
3 1.500 0.0 -1.680 0.330 -0.150
4 1.800 0.0 0.0 -1.950 0.150
5 -0.030 -0.015 -0.015 0.510 -0.450

Note: m, n = 1 for intermediate goods; = 2 for electricity; = 3 for fuels; = 4- for labor; = 5 for capital.
Branches are listed in Table 4.1.
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Table 4.7 Values of Parameters in Investment Functions

Branch Yl,i Y2, i Y3,i Y4, i LYj'i

4 0.0316 0.0000 0.0197 0.0000 0.0513
5 0.0000 0.0000 0.0322 0.0000 0.0322
6 0.0326 0.0739 0.0497 0.0285 0.1847

7 0.0470 0.0349 0.0104 0.0144 0.1067
8 0.0000 0.0101 0.0000 0.0175 0.0276
9 0.0838 0.0000 0.0163 0.0068 -0.1069

10 0.0324 0.0124 0.0000 0.0000 0.0448
11 0.0119 0.0113 0.0000 0.0214 0.0446
13 0.0050 0.0291 0.0124 0.0000 0.0465
14 0.0132 0.0125 0.0433 0.0220 0.0910
15 0.0000 0.0201 0.0000 0.0235 0.0436
16 0.0753 0.0516 0.0000 0.0000 0.1269
17 0.0917 0.0000 0.0000 0.0000 0.0917

Nate: Branches are listed in Table 4.1.

14

where L~j= 1 and i=1, ... ,14
j=l

The consumption goods are listed in Table 4.3. Parameter values, which are given
in Table 4.8, are estimated in Dargay - Lundin (1981).

Foreign trade is explained by market size and relative prices (cf. section 3.6):
1

ej = af· 11 [pf(t - j)/8· p~(t - j)]~i, l+j. wm i
j=O

and

1

mi = ar· 11 [8· p~(t - j)/pf\ti - j)ri
,! +j. hi" 3

j=O

The export price elasticities are shown in Table 4.9. Only four export equations
are based on estimated parameters (indieated by * in the table) but those branches
nevertheless account for about two thirds of total export volume. Total elasticities
range from -1.5 to - 2.0 (except for export of chemicals) with lower absolute
values assumed for export of services.

As shown in Table 4.10, two thirds of total import volume are determined by the
use of estimated price- and market-elasticities. Generally , import is less sensitive
to relative prices than exports with textile and machineryas notable exceptions.
Since there is no indigenous production of coal and oil, imports are purely
complementary but are affected by substitution with domestic energy.3

3 Imports of branch 3 commodities is a mix of coal and other mineral raw material (exel.
oil). For simplicity , however, all imports are treated as complementary.
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Table 4.8 Values of Parameters in Private Consumption
Expenditure System

Consumption ~ y

1 0.1081 0.9405
2 0.1135 0.7998
3 0.0717 0.9000
4 0.0110 0.9797
5 0.0041 0.9498
6 0.0000 1.0100
7 0.3025 0.2502
8 0.1116 0.7600
9 0.0716 0.8301

10 0.0920 0.8898
11 0.0110 0.9306
12 0.0362 0.8700
13 0.0602 0.6697
14 0.0065 0.9500

Note: Branches are listed in Table 4.3.

Table 4.9 Values of Parameters in Export Functions

Branch

1-6,9,10, 13, 14, 16, 17
7*
8*
11*
15*
20,21,23
12, 18, 19, 22a

~i, 1

-1.0
-0.56
-0.82
-0.71
-1.55
-1.3

~j, 2

-1.0
-0.92
-1.34
-0.39
-0.51

0.0

~~j,j

-2.0
-1.48
-2.16
-1.10
-2.06
-1.3

Share of total export
volumeb in 1980
(percent)

17.9
2.7

19.8
6.2

38.4
12.6
2.4

* Estimated parameters.
a Zero or exogenous exports.
b At 1975 year's prices.
Note: Branches are listed in Table 4.1.
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Table 4.10 Values of Parameters in Import Functions

Branch

8-10,13, 16, 17 -0.5 -1.0 -1.5 1.5
4-6* 0.0 -0.53 -0.53 1.88
7* -0.87 -1.63 -2.50 1.49
11* -0.67 0.0 -0.67 1.27
14* -0.69 -0.76 -1.45 1.32
15* 0.0 -2.71 -2.71 1.88
20, 21, 23 -1.3 0.0 -1.3 1.5
3, 12a

1, 2, 18, 19, 22b

Share of total import
volumeb in 1980
(percent)

8.0
5.6
8.1

10.3
5.8

34.9
8.2

15.4
3.7

* Estimated parameters.
a Imports of eoal and oil is given direetly by demand sinee no import eompeting domestie produetion exists.
b Zero or exogenous imports.
c Cif at 1975 year's priees.
Nate: Branehes are listed in Table 4.1.

4.3 The Solution AIgorithm

Since the number of equations is large and there are many nonlinear relations
between variables, there is no way to explicitly express the endogenous variables
as functions of exogenous and predetermined variables. It is therefore not possible
to solve the model without the use of an iterative procedure. The technique used in
ISAC is the Gauss-Seidel algorithm. This algorithm is elementary, very simple to
implement and has proved robust, efficient and cheap to use in terms of computer
time. Through the iterative procedure it is also easy to add or detract equations
without bothering about the order in which they are computed, which variables are
endogenous, etc. This p~ssibility greatly increases the flexibility of the model.

To show in a simplified way how the algorithm works let us represent the ISAC­
model as a number of equations, one for each endogenous variable:

Xl = gl(XI, X2, , Xn , z)
X2 =g2(XI, X2, , Xn , z)

where the Xi:S are endogenous variables and z is avector containing all the
exogenous and predetermined variables. The iteration starts with an initial guess
of the x:s - normally the previous period's solution. Computing the right-hand side
of the first equation gives a new value of Xl which substitutes the old value in the



124

subsequent calculations. The second equation gives a new value of X2, which
substitutes the old value, etc. This procedure is repeated through all n equations
and is then started all over again from the first equation. It goes on until the
process converges, i.e. until the computed values of the x:s on the left-hand side
are close enough to the ·old ones on the right-hand side in the equation system
above.

This method has proved to be very useful and robust for the type of models that
ISAC represents. This is also the experience gained in connection with the MGM­
and LIFT-models. For a more thorough discussion of the use of the Gauss-Seidel
method for macro modeIs, see Barker (1976).
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5 Stability

Having treated in some detail the structure of ISAC we should now say something
about the working and dynamic properties of the model. We emphasized already
at the beginning that ISAC is better suited to analyze stability and stabilization
problems than to deal with allocational or distributionaI policies because of its
degree and form of aggregation. Without e.g. a sub-grouping of households and of
private consumption, no serious incidence studies can be attempted. The situation
is not quite so clearcut when it comes to long-term resource allocation. Structural
change and productivity developments in manufacturing, shifting government
shares in consumption and income formation are aspects of long-run economic
adjustment which are explicitly recognized and analyzed in the model. The ab­
sence of financial markets, of an explanation of household saving and of regional
dimensions still, however, makes it difficult to use the model for full-fledged
studies of growth policies. What the model can be used for with advantage is
studies of stability and of medium-term stabilization policies and their relation to
growth and structure.

5.1 A Pragmatic Framework of Stability and ControI

Anyone setting out to study the stability properties of a real-life dynamic system
like the Swedish economy is bound to become frustrated at the very start in trying
to assemble a suitable conceptual tool-box or framework. The stability concepts
articulated and used in the mainstream of economic theoryare so far removed
from the dynamic problems of real economies as to be almost irrelevant to our
purpose here. The systems treated in the literature are usually autonomous, Le.
time is not an essentiaI variable. Stability definitions use empirically indeterminate
concepts like "neighborhoods arbitrarily close to the origin" while any empirically
useful stability cancept should be concerned instead with the system staying within
certain specified bounds. ,The systems usually discussed are moreover closed, i.e.,
do not explicitly contain exogenous variables like world market trade or stabiliza­
tion policy instruments, etc.

We are thus forced to make a detour in order to define our concepts. To make
this detour as short as possible, the presentation or definition of the five different
stability notions used will be sketchy and direct without any side-glances on
existing literature.

To simplify the discussion, let us assume that the ISAC-model could be repre­
sented by a system of first order difference equations:

~Xt=f(Xt-l' Yt, Ut, Z, t);

where
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x = endogenous variables
y = exogenous variables
u = controi variables ("policy instruments")
z = system parameters
t = time

If we specify a development over time for exogenous variables (y) and policy
instruments (ii), and an initial position for the economy (xa ) we can solve the
system of equations for a growth path (x).

Let us now introduce our first "stability" concept by defining a stable growth
path as one for which growth rates of all endogenous variables are "fairly con­
stant" from time ts and onwards:

Our definition of stable growth should correspond to the use of that expression in
common parlance but can not be applied strictly. It does not embrace all endog­
enous variables, e.g., the balance of payments which, being a difference between
external income and expenditure, obviously may show large relative changes. The
definition should be applied only to "basic" endogenous variables such as volumes
of production and demand, price indices and the like.

As already stated the ISAC-model does not assure strict equilibrium solutions in
the sense that excess demand may arise in same markets for shorter or longer
periods. These possible excess demands, Ej, will concern currency (the balance of
payment), labor and productian capacity.

We can now define an equilibrium growth path where all excess demands are
limited:

Equilibrium growth in the ISAC-model implies stable growth as we have defined
the concepts. This is the rationale for focusing our analysis on excess demands in
the model simulations. Although the proposition is hard to prove strictly - because
of the size and complexity of the model - it is intuitively reasonable and confirmed
by extensive experimentation with the model. Assuming that values of exogenous
variables and policy instruments do not exhibit large jumps it is, e.g., obvious that
production capacity equilibrium is sufficient for stable growth in output. This is so
because of the considerable inertia in capacity growth. Turning to the demand side
of the model the composition of every category is fairly stable since no sudden
relative price shifts between different goods are likely to occur given stable
exogenous prices. Also equilibrium in the external balance assures no sudden
shifts.in domestic prices relative world market prices, and hence no drastic shifts in
exports and imports. Finally , equilibrium in the labor market rules out sudden
shifts in unit labor costs.

Although the model is not solved for equilibrium in some markets there are
adjustment mechanisms that tend to make market disequilibria bounded and keep
them from reinforcing each other. This mechanism together with suitable choice of
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policy instruments assures that an equilibrium growth path is always possible to
find. This will accordingly also be stable as defined above.

Next we want a measure of what we will caU the resilience of the system, i.e. the
ability of the system, to absorb outside shocks by itself or without intervention in
the form of policy changes. Given a stable groth path, x* , we introduce "disturb­
ances" or major changes in some exogenous variables, while keeping everything
else including the preset policy, unchanged. We call the system - or the specific
growth path - resilient if it adjusts back to a stable growth path close to the original
one:

To quantify the concept of "degree of resilience" - and the same goes also for the
other stability concepts introduced below - we obviously need to answer at least
four kinds of questions. How big, relatively speaking, is the disturbance and where
is it located in time and place? How long does it take - and at what amplitude of
fluctuations - to bring back growth into a stable pattern? How big are the
"stabilization" costs, measured in terms of some social "loss function"? How big is
the following growth loss, if any, measured by that same function?

In the next step we assume that the resilience of the system is not sufficient, so
that explicit policy intervention must be brought about to counteract the external
disturbance.

We call the system controllable or manageable if there always exists a policy
packet, ii', that will bring the system back close to the original undisturbed growth
path:

Ixt(yo + ~Yo' ii') - x;(Yo' ii)1 :::; E4; t ~ ts

Given a "loss function" , defined in terms of welfare effects of growth paths as weIl
as political costs of policy measures, optimal policies can be defined. No explicit
loss function is however integrated in the model but far less sophisticated'measures
such as total private consumption, real wage rate, tax rates etc. are used to
compare different policies. The reason is twofold. Firstly, the specification and
estimation of a· comprenensive social loss function is no easy task. Secondly, a
strict optimization would require several iterations over possible policies and
therefore significantly in'crease computer time.

So far we have taken the model structure, z, as given. If we take'into account the
possibility of changes in the system parameters we can define structural stability:

Ixt(z + ~z) - x;(z)1 :::; Es; t ~ ts

that is small exogenous changes in z at a given time - i.e. "sensitivity tests" - will
only produce small shifts in the growth path.

Finally , one may think of a system exhibiting a learning behavior in the sense
that structural parameters are aIlowed to change as a consequen~e of shifts in
exogenous variables. Such a learning property can be stabilizing as weIl as destabi­
lizing. In the former case we will call the system adaptive, defining the concept as
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Ixt(yo + ~Yo' z:) - x;(Yo' Zt)\ ~ E6; t ~ t s

From the definitions it is obvious that resilienee is a more restrictive concept of
stability than adaptiveness. However the difference between the concepts can to
some extent be attributed to the level of aggregation in the medel.

To return to a stable growth path after some disturbance in world markets an
adaptive parameter shift may be required for instance in export and import
functions. In a more disaggregated model this parameter shift may correspond to
redistributions of export- and import-shares between goods with parameters in the
functional relationships unchanged. The latter disaggregated system would then be
said to be resilient.

After this very cursory introduction of stability concepts let us try to illustrate
them by some simple applications on the ISAC-model.

5.2 Stable Growth and Resilienee

To ease an understanding of the stability behavior of the model, let us first recall
some of its fundamental properties. There are three main types of markets where
disequilibria or excess demand may occur. Production capacity may differ from the
quantity actually produced, the unemployment rate may be higher or lower than
the rate assumed to be caused by frictions in the labor market, and finally , foreign
payments o~ current account may not balance, indicating an over- or undervalued
currency.

For the first two of these disequilibria the model includes relations that tend to
reduce deviations from "normal" values. If capacity falls short of demand, the
reaction will be both to limit the increase in demand and to expand production
capacity . To keep down the demand increase the price and wage equations are of
great importance. The increased production will push up capacity utilization. This
gives a direct upward pressure on supply prices. But there is also an indirect price
effect. The increased demand will reduce unemployment below "normal" levels
and wages will raise faster than otherwise.

Although producers are not assumed to use pure mark-up prices some of the
wage inflation will be passed on to consumers. Increased demand will thus to some
extent transform into higher prices. There will also be a tendency to expand
capacity through investments, which will increase, ceteris paribus, when producers
become short of capacity. Producers' prices will respond to demand increases
affecting utilization ratios in the short run, but it may take several years before
capacity , growing through higher investment, will catch up with production to
reach "normal" utilization ratios.

The third disequilibrium, the current account, does not set directly in motion
any balancing forces. The exchange rate is assumed fixed or rather exogenously
determined and is included in the set of controi variables used to steer the model
(cf. section 5.3).

With this in mind we can go on to construct first of all a stable growth path, that
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can then serve as a reference path for the evaluation of system resilienee when
outside disturbances occur. To simplify the example the local government subrno­
del has not been used, making all government consumption exogenously deter­
mined.

World market development and other exogenous variables for the period stud­
ied, 1980-2000, have been chosen from eurrent Swedish projeetions, also used by
us in other model simulations (ef. Ysander-Nordström 1985, for a detailed discus­
sion of the assumptions). The model economy has then been steered through the
eighties by use of tax and wage policy into a "turn-pike" 1990, characterized by
narrowly bounded excess demand on the markets concerned as shown in Figure
5.1. New permanent values have then been set for the policy variables, so that the
growth path during the nineties remains stable in this sense. (The steering tech­
nique will be further discussed in section 5.3).

This is indicated by Figure 5.2 where growth rates for some aggregated real and
price variables are given. The short-run fluctuations in the beginning of the
eighties are mainly due to the need to restore profit margins in industry. During
the rest of the decade the slow growth of private consumption is explained by the
need to restore the external balan~e. Having achieved that in 1990 (cf. Figure 5.1)
taxes can be relaxed to let private consumption grow at a one percentage point
faster rate than during the second half of the eighties. (Public consumption growth
is assumed equal during the whole simulation period).

Generally , Figures 5.1-2 show that variations in growth rates of endogenous
variables are fairly small if exogenous variables and policy instruments are given,
and that there are no tendencies for the solution to "explode". More specifically,
the figures indicate that possible excess demand can be kept within certain limits
and that this implies a stable growth path during the same period. In the stability
experiments discussed in the rest of the chapter we will therefore be content to
show only excess demand diagrams.

In the first resilienee test, we assume a 5 % jump upwards in world market prices
in 1981/82 compared to the reference case. The higher price level is assumed to
persist, implying equal growth rate during the rest of the simulation period. Public
policy remains unchange~, since' we want to study the "self-correcting" mecha­
nisms in the system. The result is shown i Figure 5.3 as deviations from the
reference case in the three "excess demand" markets. The immediate effect will be
improved profits in export companies. However, there will also follow increased
net demand from abroad since producers will partly take advantage of their
improved relative cost position by capturing market shares. The current account
will be improved by more than one half percent of GDP in 1982 and 1983
compared to the reference case. This development will, however, bring about
reactions in the labor market and in the production system. As a consequence of
increasing pressure from the demand side, wages and prices will shift upwards. The
imported inflation in 1982 will add to inflation expectations and make wage
inflation in 1983 even more severe. This price-wage spiral will reverse the process
described above and will lead to unemployment and overeapacity in industry and
so forth. As shown in Figure 5.3 the induced eyeles will be gradually weakened and
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Figure 5.2 The Reference Case
Percentage increase per year
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Figure 5.3 Effects of Permanent 5 % World Price Increase 1982
Difference in percentage points from Reference case
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the economy will stabilize itself around its new long-run equilibrium growth path.
In this particular case the only persistent effect is a 5 % rise in all price leveIs
relative to the reference case.

In the second resilienee test the·economy is exposed to an overall 5 % increase
of world market growth relative to the reference case in 1981/82. The story is tald
in Figure 5.4. In this case net export demand is affected directly without any
improvement in relative prices. The same mechanisms as before will however
produce reactions from the price side to hold back demand.

The fluctuations will fade away within a few years in this case but there will
persist a surplus on current account even during the nineties. The model economy
will accordingly not absorb this kind of exogenous disturbance and return to
equilibrium growth. The reason for this is obvious since the exchange rate is
exogenous and thus remains the same as in the reference case despite the signifi­
cantly improved world trade. With floating exchange rates the current account
surplus would have brought about currency appreciation.

The fact that not all excess d~mands vanish after a world trade disturbanee does
however not necessarily rule out the stability of the corresponding growth path as
defined in section 5.1. This is indicated by Figure 5.5. Although effects of the
disturbance on prices and quantities are registered for'the whole simulation period
they will fairly soon be confined to small deviations from the reference growth
path.

In the simulations accounted for above we tested the resilience of the model for
permanent shifts in world market variables. Figures 5.7-8 show the results of
temporary disturbances of the same variables, Le., the initial 5 % extra growth in
1982 will be followed by a 5 % fall two years later as compared to reference case
growth rates. Although the excess demand cycles are clearly amplified in this case
- especially when it comes to the world price disturbance - the oscillations are still
dampened over time. However, Figure 5.6 also indicates that current parameters
in the model may not be far from producing persisting excess demand cycles, at
least in response to certain kind of external price disturbances. Finally, we may
note that this time the system will resume equilibrium growth even in the face of a
trade disturbance. The balance ön- current account given in Figure 5.7 will show no
persistent surplus' since the level world trade does not differ from the reference
case as from 1984.

5.3 Controlling the Model

The interest in steering model solutions is due to the wish to cqmpare the outeorne
of equilibrium growth paths under different external conditions. E.g., how will the
space for consumption be affected by higher oil prices given that it is possible to
preserve equilibrium growth?

As we have seen equilibrium growth is not assured in the model even in the long
run, if parameter values are held constant. If however some of the model param­
eters are assumed free to change during a simulation it is always possible to attain
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Figure 5.4 E//eets of Permanent 5% World Trade Inerease 1982
Difference in percentage points from Reference case
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Figure 5.5 EJJeets oj Permanent 5 % World Trade Increase 1982
Growth rate differences in percentage points from Reference case
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Figure 5.6 Effects of Temporary 5% World Price Increase 1982-84
Difference in percentage points from Reference case
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Figure 5.7 Effects of Temporary 5 % World Trade Increase 1982-84
Difference in percentage points from Reference case
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Figure 5.8 Ten-year Effects of Policy Instruments
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equilibrium growth. This set of parameters is called policy instruments, controi
parameters or the like, and they are chosen to correspond as much as possible to
instruments used in actual economic political decision-making. In the present
version of the model the following main instruments are available:

- parameters in the income tax function
- wage tax rate
- exchange rate
- central government consumption and grants
- autonomous wage rate increase

Needless to say the correspondence between model and real life instruments is not
complete. Since the model La. does not explicitly include financial markets no
monetary policy instruments are available.

One may of course also have reasonable doubts about how far the variables



139

listed above are really available as policy instruments. The wish to use controi
variables analogous to those used in actual decision-making has in fact been an
important reason for including some submodeis, such as the Iocal government
model, and for the fairly detailed treatment of taxes and transfers in the household
sector model. The traditional treatment of e.g. the loeal government seetor growth
as an instrument for macro policy is obviously unsatisfactory, since such an
instrument simply is not available for central government decision-making. The
local government submodei makes it possible to affect local growth by i.e. chang­
ing grants to local authorities. When it comes to wages some kind of controi
possibility is simply assumed. Note however that the wage rate controi is assumed
to work indirectly through the constant term in the wage function (cf. section
3.13). "Uneontrollable" short-term fluetuations in the wage rate may still occur.

Before describing the effects of different policy measures in the model a few
words should be said about how they are used. Since the model is solved year by
year it would be possible to change controi every year. For practical as weIl as
theoretical reasons, this is however not done. Suffice it to say that important short­
term mechanisms are stilllacking in the model, e.g. inventory functions, and that
credit markets are not yet made explicit. A certain setup of policy variable values
is instead assumed to be maintained for several years - in most applications of the
model five or ten years. The use of controi variables in the model should for that
reason be seen as medium-term guidelines to eeonomic policy without regard to
short-term fluctuations.

Figure 5.8 shows the ten year effects of four policy instruments in terms of
unemployment rate and balance on current account (as percent of GDP). The
arrows show the difference in these respects between a reference simulation, PO,
and simulations with different values of policy parameters. AU differences are
measured for the single year 1990 only. For example, the arrow· P1 gives the effects
in 1990 of agradual shift upwards of the personal income tax scale during the
eighties. As can be seen from the figure this will improve the current account
compared to the referenee simulation outcome in 1990, while leaving the unem­
ployment rate unaffected. The immediate impact of increased taxes is to depress
private consumption, whiehwill save imports and improve the eurrent aeeount.
The fall in domestic demand will almost totally be compensated by external
demand stimulated by improved relative prices due to less pressure on the labor
market and hence on wages.

Besides tax policy domestic demand can be directly affected by controi of public
consumption growth. The arrow P3 shows the effect of decreasing the growth rate
by one half of a percentage point during the eighties compared to the reference
case. Like PI, whieh reduees private eonsumption, this policy will improve the
external balance while inereasing unemployment. The unemployment rate will
however be considerably larger given a eertain improvement on eurrent aeeount.
The reason is that the tax increase will by itself reduce imports through reduced
private consumption, while public consumption variations have small direct effects
on imports. In this case the whole external improvement will be indirect and
caused by higher unem'ployment rates which reduce wages and thereby improve
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external competitiveness but also reduce the income and consumption of house­
holds.

The two measures P2 and P4 are aimed directly at relative wage and cost
conditions. With the wage function used (cf. sections 3.14 and 4.2) devaluations of
the currency will be of little use in affecting the externalar internai balance since it
will only produce compensatory inflation responses. Reducing the "autonomaus"
wage growth will, on the other hand, obviously affect current account as weIl as
employment positively as shown by P4.

Some words of caution should be added regarding the interpretation of the
"effect-arrows" in Figure 5.8. To begin with, since ISAC is a dynamic model the
effects of policy measures of the kind discussed above will not be constant over
time. What is needed for our interpretation and use of these parameters as controi
variables is however only that, after some years, the effects shouId stabilize around
same fixed level or rate of change. Figure 5.9 shows the development over the
eighties of the four policy measures' shown in Figure 5.8. Although there are
evident cycles in same variables, the levels seem fairly stable and the amplitudes
are small. We may therefore safely pick a single year to represent the effects of
different policy measures. As shown in Figure 5.9 however there may occur shifts
in the effects between policy instruments even after the initial impact phase. In the
particular simulations shown in the figure this relates primarily to exchange and
wage policy, respectively. Most of the crossings of the effect curves P2 and P4 have
however other causes. The wage rate is exogenous in 1981, for technical reasons
implying that wage policy is in fact not initiated before 1982. An appropriate
picture of the stability of policy effects is obtained if the wage policy curve, P4, is
shifted one year backwards in both diagrams.

A second point to bear in mind in connection with the policy effects as shown in
Figure 5.8 is the difficulty to compare the power of different policy measures.
Generally , the length of the arrows can not be used for such comparisons since one
also has to consider the policy parameter changes behind them. Strict evaluation
requires asocial loss function to be specified. However, one kind of conclusion as
to the usefulness of different measures can be drawn. Assume that the' model
economy initially is out of balance in 1990. To move it back to an equilibrium
solution in terms of the exchange and labor markets, generally two of the controi
variables must be used. From Figure 5.8 it is obvious that changes in income tax
and in the exchange rate are rather ineffective means to influence employment
leveis. A policy packet consisting of only these two measures can not therefore
cope with excess demand in the labor market as the model is specified. Figure 5.8
also indicates that a combination of wage policy and public consumption controi
may be the most effective policy packet. The fact that their effect arrows run
almost perpendicular makes.it possible to reach an arbitrary shift in unemployment
and current account with lesser changes in policy parameters.

Finally , as have been indicated several times before, there is no outright optimi­
zation procedure used in controlling the model. The rough method used to
measure the effects of e.g. different world market conditions is to steer the model
to an equilibrium solution in the exchange and labor markets, checking off the
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Figure 5.9 Policy Effects during the Eighties
Difference in percentage points from Reference case
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capacity gap, and then to read off the differences over time in relevant variables
including the policy parameters. Of course this introduces some degree of arbi­
trariness into the analysis but seems nevertheless to be the most practical way to
use such a large model.

5.4 Structural Stability

The concept of structural stability is a more tricky notion than it looks at first sight.
To make sensitivity tests of structural coefficients around a given simulation path is
a standard procedure for any conscientious modeler. In the case of ISAC it is
intuitively obvious that the model is structurally stable in the narrow sense that the
absence of explicit discontinuities in the model guarantees that small isolated
changes in the coefficients will only result in small displacements of the simulated
growth path.

We will illustrate this statement by three tests where same strategic parameters
are changed. These relates to (A) the price setting behavior of manufacturing
companies, (B) the price responsiveness of foreign demand for Swedish goods and
services and, finally, (C) the extent of compensation for past inflation in wage
formation.

In the first test (A) manufacturing companies are assumed to pay increased
attention to domestic production costs relative to world market price develop­
ments in setting their prices. More precisely the elasticity of prices with respect to
unit costs is increased from 0.5 to 0.75 for manufacturing branches and the
elasticity with respect to world market prices correspondingly reduced from 0.5 to
0.25 (excl. branch no. 12, cf. section 3.12 and Table 4.4). As can be seen from
Figure 5.10 the effects on the equilibrium growth path in terms of excess demands
are rather insignificant. The initial impact will be a small deterioration in the
utilization of resources compared to standard assumptions since the initial unfavor­
able cost development will to alarger extent push up export prices and thus
weaken real foreign demand. However, when wage and cost increases are slowed
down after a couple of years this will affect export prices and competitiveness
positively, leading to reduced unemployment and an improved external balance.
Deviations from the standard case will persist through the whole simulation period
but \-vill remain small.

In the second structural stability test, (B), the immediate foreign demand
response to Swedish export prices is increased. More specifically the short-run
elasticity of export with respect to relative price is set on average to 2.2 compared
to 1.2 in the standard version. The result is shown in Figure 5.11. Excess dJemands
are also in this case confined to a fairly narrow region around the reference
equilibrium growth path, although fluctuations seem to increase somewhat. This is
what should be expected since small changes in prices will tranform into alarger
change in real demand (from abroad). than in the standa.rd setup.

In the last structural test (C) the coefficient variation will, on the other hand,
have a stabilizing effect. In this test the degree of compensation for (past) inflation
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Figure 5.10 Increased eost Influence in Price Setting (A)
Standard assumption given by dashed lines
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Figure 5.11 lncreased,Price Response in Foreign Markets (B)
Standard atumPtion given by dashed lines
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in the wage function was reduced from 1.0 to 0.75 (cf. sectian 4.2). Th~s will reduce
the rate of unemployment "needed" to break the tendency to self-sustaining wage
inflation implied by the spec~fication of the wage formation in the model. As is
seen in Figure 5.12 the reduced compensation also perrnits the economy to
increase the long-run employment level through reduced real wages and improved
competitiveness on world markets. Still, the corresponding growth path is stable.

Given the likely structural stability of the modelone may wish to penetrate
further inta the effects of different coefficient assumptions. This will be done
below based on the three types of parameter changes discussed above. The
coefficient assumptions will be compared with respect to the development of
private consumption, the effects of policy parameters and, finally , the resilience of
the system.

Even though structural coefficients may not affect the stability of the system, the
resulting growth paths may differ when evaluated in terms of some social welfare
or loss function. In Figure 5.13 the three simulations A-C are compared to the
reference case simply in terms of level of private consumption. Although differ­
ences to the standard growth path are small- within +/-0.5 % - for all cases some
pattern is discernible. For A and B the consumption path is more or less a mirror
image of employment (cf. Figures 5.10a and 5.11a), i.e. higher employment leads
to higher consumption and vice versa with no differences in real income per wage­
earner compared to the reference case. In (C) however, with less of inflation
compensated wages real income per wage-earn~rwill be reduced leading to lower
total private consumption despite increased employment. Since aggregate produc­
tivity is almost equal between the simulations and publi~ consumption is the same
by definition, the external balance must improve as showed in Figure 5.12c.

The consumption effects of variations in the coefficients may seem small relative
to the rather significant changes that were studied. The reason for this lies partly in
the model specification. Since wages are assumed to respond quickly and strongly
to labor market conditions, employment levels close to normal will almost always
be realized. Secondly, aggregate productivity does not change much uniess invest­
ments are substantially increased. Finally , public consumption is exogenous in the
version of the model use~ for these experiments. These factors tagether imply that
increased private consumption can only be explained by increased employment,
increased external defici~ or improved terms-of-trade. The model specification,
however, to a great extent rules out any significant contributions from the employ­
ment effect.

One might nevertheless have expected fairly large effects from especially the
change in export price elasticities. Amplified price responses should lead to
improvements in the external balance and/or to a smaller deterioration in terms-of­
trade since foreign market demand could be enlarged without large decreases in
relative export prices.

That no strong effects materialize in our experiments may be due less to model
specification than to some other general problems encountered in interpreting and
analyzing sensitivity tests.

A first type of problem is connected with the obvious fact that the results of
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Figure 5.12 Reduced Inflation Compensation in Wage Formation (C)
Standard assumption given by dashed lines
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different coefficient variation will not be independent of each other, i.e. cannot be
simply added. The effects of changing export or import price-elasticities will, e.g.,
in general vary with variations in the income elasticity of imports. The positive
effect, in a trade-deficit situation, of a more price-elastic export market is thus
reduced by a higher propensity to use marginal income additions for import.

AIso, the effects of changed coefficients generally depend on the standard
growth path used as reference point. A specific change in foreign trade price
elasticities will, e.g., affect the growth path more or less depending on the degree
of relative price change assumed in the reference simulation. If, for instance, world
trade growth is so generous as to permit external balance without reduced relative
export prices, the effects of changes in price elasticities will of course be insignifi­
cant. If, on the other hand, we had started with assuming significant relative price
changes, the price elasticities would no doubt have turned out to be of strategic
importance.

To illustrate the fact that also policy effects may differ significantly under
different coefficient assumptions the same policy instruments as in section 5.3,
summarized in Figure 5.8, can be used. From Figure 5.9 it is evident that the
relations between policy effects in terms of unemployment and external balance
will change with time but will tend to stabilize after some years. (Note the one-year
delayed execution of wage policy). This relative stability is necessary in order to
discuss ten-year (or long-run) effects as in Figure 5.8. Changing structural coeffi­
cients may however also change cyclical patterns in the model economy. In that
case the relative effects of a change in a specific policy instrument under different
coefficient assumptions may be unstable. Despite these problems of interpretation
the ten-year effects of each of the four policy instruments are indicated in Figure
5.14 for the reference simulation (R) and the three coefficient variations (A, B and
C) described above.

Each of the four subdiagrams are constructed in the following way. For the
standard coefficient setup the model is run through the eighties with and without
the specific policy change. The 1990 difference in unemployment rate, x-axis, and
current account (as percentage of GDP), y-axis, is measured by the arrow R. This
procedure is repeated for each of the chosen coefficient variations resulting in
arrows A-C.

Correcting for cyclical effects tax rate increase will have almost identical long­
run effects on unemployment and external balance irrespective of the choice of
coefficients. The effect will be close to the reference case (R) in Figure 5.14a.

The effects of agradual currency depreciation do not seem to depend very much
either on different coefficient values. It may be interesting to note, however, that
the long run "efficiency" of the instrument (the length of the arrow) is insignificant
in all but one coefficient setup. The exception, of course, is C, i.e. the reduced
inflation compensation in wage formation. With total compensation, the potential
improvements in international competitiveness due to a depreciation of the curren­
cy will not materialize, since imported price increases will be compensated for, and
again push up domestic costs and prices. The same general remarks are valid for
the instruments shown in the last two subdiagrams. Thus, the conclusion is that



149

Figure 5.14 Consequences for Policy Parameter Effeets of Changed Structural
Coeffieients
(See text for explanation of symbols)
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(long-run) policy effects seem to be fairly unaffected by, at least, those coefficient
variations exemplified above.

Finally, the effects of coefficient variations on the resilience of the model should
be briefly discussed. The testing procedure is analogous to the one used in the
policy effect experiments above. The model is run with different coefficient
configurations and tested for the effects of world market disturbances. These
disturbances are designed as sudden 5 % increases in 1981/1982 in world market
prices and world trade respectively above the level assumed in the reference case.
The higher levels of prices and traded volumes are assumed to persist (cf. section
5.2). The results of these experiments are shown in Figures 5.15-16 in terms of
differences in unemployment rates between disturbed and undisturbed simulations
for each coefficient assumption.

To start with the price disturbance shown in Figure 5.15, the resilience of the
system seems to be preserved although there are perceivable differences between
different coefficient assumptions. With less weight for world market prices as­
sumed in price setting (case A) the external price shock initially yields a consider­
able lowering of relative prices. Through increased net foreign demand this price
differential will become transformed into a reduction of unemployment that is
twice as large as in the reference case (R). After the first full cycle the further
development will however stick fairly close to the path given by the standard
coefficient setup (R) .

.With increased price responsiveness of foreign demand (case B) cycle amplitude
in terms of unemployment differences will be still enhanced. Moreover, although
the amplitude of the oscillations seems to decrease somewhat, with this choice of
coefficients they will be more than four times as large as in the other cases at the
end of the period. In case C, finally , the limited inflation compensation can be
seen to increase the mode1's ability to absorb an external price shock as expected.

Turning now to the effects of a trade growth shock, Figure 5.16 tells pretty much
the same story. The repercussions of this disturbanee will be strong throughout the
simulation period in the case of increased export demand price elasticity (case B).
Although the simulation path does not seem to "explode" there are no signs of
dampening of the unemployment cycle generated by the initial disturbanee (note
the difference in scale from Figure 5.15).

Taken together these experiments show that the resilience of the model, al­
though seemingly rath~r strong, is by no means always guaranteed.
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Figure 5.15 Effects on Unemployment Rates of5 % World Price Increase in 1981/
82 for Different Parameter Assumptions
Difference in percentage points from undisturbed cases
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Figure 5.16 Effeets on Unemployment Rates of5 % World Trade !nerease in 1981/
82 for Different Parameter Assumptions
Difference in percentage points from undisturbed cases
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5.5 Adaptivity or the Limits of Macromodels

A major problem in making long-term projections with a model, whose structure
has been estimated from the experience of past decades, is that we do not know to
what extent the attitudes and the behavior reflected in the estimatecr--structure will
be relevant also in the futuret Has the stagflation and the stabilization problems
following in the wake of the '73-crisis caused such changes in the behavior or
structure of the economy that we can no longer trust past experience and econo­
metric estimates? (ef. e.g. Lucas 1976). The increasing tax-consciousness, the
tendencies towards more cautious pricing and investment-reactions to advanta­
geous cost-developments, the growing dominance of public employees in the wage
formation process, the increasing extent of inflation-indexing, the new currency
regimes and shifts in corporative ownership and financing are points in question
for the Swedish economy.

That these changes do not come out of the blue, but have to be explained in
terms of the economic events in the past, seems evident. An even more ambitious
task would be to study to what extent these institutionai and behavioral changes
tend to make the economy more stable or more manageable. Does, e.g., the
increased tax-consciousness and tax-adjustment make Iocal authorities more sensi­
tive to income changes and by that less counter-cyclical in spending behavior? Has
the increased price uncertainty also increased the risk-aversion in the firms, adding
new inertia to the economy? To what degree is the economy adaptive - or the
opposite?

There is obviously no way in which we could even attempt to answer these large
questions, crucial as they may be for any hope of basing policy on econometric
projections. We have, anyhow, probabIy the wrong kind of model to even start
exploring them. The structural coefficients of a macromodel, like ISAC, should
always be thought of as rough estimates of the aggregate outcome of underlying
probabilistic micro-processes. The aggregate demand curves we estimate, e.g.,
sum the net effects of a number of oligopolistic firms trying to capture new markets
and customers - or retain old ones - by new prices and more differentiated
products and attempting to ge~ t~e message across to the customers who in their
turn are searching for 'new and better price-product combinations. The degree of
flexibility in market supply and demand, and with that the resilienee and manage­
ability of the economy will then, in the end, depend on the production, consump­
tion and search strategies of the involved firms and households. An explanation of
structural change and adaptivity will, in most cases, have to start at the micro­
level. When we come up against questions of adaptivity we have reached one - of
the many - limits to macromodels.
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Appendix A. The System of Equations

n =23
m=14
u =20

Bloc

Commodity balances
Production capacity etc.
Foreign trade
Private consumption
Govemment prpduction etc.
Prices --
Wages

Total

Commodity balances

n =23
m=14

'\
Number of
variables

33n
(2u + 15)n
n
n+2m+2
0.5m + 4
n+l
n+3m+4

(52 + 2u)· n +
+ 5,5m + 11 = 2204

Number of
equations

3n
(2u + 39)n
2n
n+2
n + 1.5m + 4
4n + 1
20 +4m + 4

(52 + 2u)· n + I

+5,5m + 11 = 2204

Equations Narne of endogenous
variables not
counted before

Number of
variables

Number of
equatioos

m+x=h+e _m, x, h, e 40 n
ffi. Opw + i· pX = G. ph + e. pe px, ph, pe 30 n
h = Ax + inv + pc + pu + ds A, iov, pc, pu 26n n

Total / 33n 3n
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Production capacity and production technique.

n =23
m=14
u =20

Equations

v=t-u

Qt = FQ[ph(t - 1), w(t - 1), t]

xt = (O;)-lg

dV = Fd[pX(t - 1), ph(t - 1), w(t - 1),

QV,xV(t-1)]; v=t-u, ... , t-l

~ = (I - cF) iv(t - 1); v = t - u, ... , t-l

v=t-u

A=FA(Q)

g = Fg[ep(t - s), ur(t - 1), k(t - 1)];
s=1, ... ,4

ep = (pX - phA - we- al) (pkk)-l

pk = Fp(ph, rw)

k= Os'x
inv= G· g

Total

Name of
endogenous
variable not
counted before

Q, Qt, x, XV

g

ur

'Number of
variables

(u + 11)0

n

(u-1)0

n

n

n

n

n

(2u + 15)n

Number of
equations

5n

50

o

(u-1)0

(u-l)o

o

o

23n

o

o

o

o

(2u + 39)n

Note: a) Only 20 different vintages are distinguished in each branch. ® denotes the inner product.
b) Q5 is a vectör of capital output coefficients.

c) Most of these variables ar~,. exogen~us"for branches outside the manufacturing sector.

Foreign trade

n =23
m=14

Equations

e =F(pe/8pw(t - s), wm); s = 0, 1
m = Fm(pXh/8pW(t - s), h); s = 0, 1

Total

Name of
endogenous
variable not
counted before

Number of
variables

n

n

Number of
equations

n

n

2n
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Private consumption

n =23
m=14

Equations

pc = Fpc(Yll' pc(t -1), ph, ph(t -1), besk)

Yll = w'· l + wP•• lP

besk = Fbesk(Yll)

Total

Name of
endogenous
variable not
counted before

Yll' besk

Number of
variables

2

n+2m

n+2m+2

Number of
equations

n

n+2

Note: This block shows the actual model equations in a highly abbreviated form. For details see section 3.7.

Government production and investment

n =23
m=4

Equations

pu = (SG, LG)· xp + (sg, 19)'· ip
xp =(xs', xi')'
ip = (is', il')'

is = Fis(xs)

xl = FIt~Desk, utd, w!., ph)

il = Fit(xl)

Total

Name of
endogenous
variable not
counted before

ip
xi

Number of
variables

2
O.S·m
2

O.5m +4

Number of
equations

n

m
2

1

O,5·m

n + 1.5m + 4

Note: ef. note to private consumption bloc. For details
see section 3.9.
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Prices

n =23
m = 14

Equations Name of Number of Number of
endogenous variables equations
variable not
counted before

pe = Fpe(8pW, uc, ur(t -1)) uc n n

pxh =Fpxh(8pW, uc, ur(t - 1)) n

u't =A'ph + 64w+ 6Spk n

pX = [e . pe + (x - e) . pxh] . X- 1 n
n

cpi = ph'. pcl 2:pci cpi
i=1

Total n+1 4n + 1

Employment and Wages

n =23
m=14

Equations

e= 64 , X

qP = (qS', qf')'

ep =qP. xp

u = (es - x' . 0 4- xp' . qP)/ls

Wo = Fw[ cpi(t - 1), u, rrm(t - 1), å~(t -))]

wP = (WS
', wt')'

wP =wo(t-1)'I
14 14

rrm = 2:[P: - (A'ph)i - ia x/ 2:Xi

Name of
endogenous
variable not
counted before

u

Number of
variables

n

m

m

3

m

Number of
equations

n

m

m

n

m

m

i=1
14 14

O~ = 2:04, i' Xii 2:x1
i=1 i=1

Total

i=1

n+3m+4 2n + 4m + 4
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Appendix B. List of symbols

Endogenous variables are marked by *. Parantheses denote that only part of the vector or matrix is
endogenous .

Symbol

*x
*h
*m
*e

(*)A
(*)inv

*pc
(*)pu

ds
*px

pm
*ph
*pe

*QV .
m,l

*d~

(*)g
*ep
*k
*va
*pk
i

Meaning

Commodity Balances

Domestic production
Domestic absorption
Imports
Exports
Ila coefficients
Demand for investment goods
Private consumption demand
Public sector demand for intermediate goods
Change in inventory stocks
Price of domestic production
Price of imports
Price of domestic absorption
Price of exports

The I/O Matrix

Aggregate input coefficient m

of vintage v in manufacturing1 branch i
Production capacity of vintage v

in branch i
Rate of scrapping of vintage v

in branch i
Capacity utilization ratio in branch i

Fuel input coefficients in business sectors

Investments in the Business Sector

Gross investments in the business sector
"Excess profits" in manufacturing sector
Capital stock in manufacturing sector
Value added at factor cost
Cost of capital in manufacturing sector
Indirect taxes, net
External rate of interest

Foreign Trade
World market prices in foreign currency
Exchange rate
WofId market volume index
Domestic producers' prices
on domestic markets

Dimension

23
23
23
23
23 x 23
23
23
23
23
23
23
23
23

m=5, i=14

i = 14, v = 20

i = 14, v = 20
i= 14

i=23,j=2

23
14
14
23
14
23
1

23
1

23

23

1 There are 14 branehes in the manufaeturing subseetor of the business seetor (ef. seetion 4.1).
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Symbol Meaning Dimension

Disposable lncome and Consumption
Expenditures in Household Sect'pr

*Yll Total wages 1
*cpi Consumption price index 1
*besk Taxable household income 1
*utd Local tax rate 1
*pc Consumption goods prices 14

Government Sector (s = central, l = local)
(*)xs, xl Production 7
(*)cs, ee Consumption 7
(*)fs, fl Demand for commodities from

business sector 23
(*)is, il Gross investments 1

Stock Building
dSa Change in total stocks

sa Total stock demand

Prices
*ue Average costs incl. capital cost 23
*px Price of domestic production 23
*pe Priee of exports 23
*pxh Domestie producers' prices on

domestic markets 23
*ph Price of domestic absorption 23

pw World market prices in
foreign currency 23

pm Priee of imports 23

Wages and Employment
* . Wage rate inerease 1Wo

*w Wage rates in business seetor 23
*ws

, wt Wage rates in central (s) and local (l)
. government sector 7

*l Employment in business seetor 23
(*)eS

, et Employment in central (s) and local (e)
government sector 17

is Labor supply 1
*u Unemployment rate 1
*nm Gross profit share of value added

in manufacturing sector
Q~ Labor input coefficient in the

manufacturing seetor
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